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This report summarizes the discussions and findings of a workshop held in May 2012, to discuss science that has been learned in the National Ignition Campaign, identify new science questions that have arisen, and begin to lay the lines of experimental and theoretical inquiry that could address these over a multi-year time frame.

Scientists meeting over two days in San Ramon, CA, worked in six panels. Four panels covered the stages of an ignition experiment, a fifth looked at cross-cutting high-energy density materials issues, and a sixth considered the integrated, multi-physics modeling codes. Each panel identified priorities for future research that will enhance our understanding of ignition and the unique conditions upon which it depends.

Panel 1 considered the physics of laser propagation in the ignition hohlraum and the generation of the x-ray flux that drives the implosion of the fuel capsule. This panel focused on laser plasma interactions, including collisional absorption, backscatter and cross-beam energy transfer. The latter effect – though incompletely understood – is relied on to achieve a symmetric hotspot. The panel noted that recent experiments have indicated that the hohlraum plasma is cooler than originally predicted, that ad hoc multipliers applied to the laser drive to bring simulations into agreement with measured implosion velocities are not consistent with the measured x-ray flux exiting the laser entrance holes, and that laser–plasma interaction (LPI) effects not included in current simulations may be contributing to low neutron yields and other unexpected phenomena. The observation of lower hohlraum temperatures led to the implementation of the “so-called” high flux model (HFM), which replaced standard treatments of the plasma atomic kinetics and non-local heat transport with new models presumed to be more accurate. The panel also noted, though, that the HFM has not yet been experimentally validated and called for an effort to directly measure plasma conditions in the hohlraum. In addition to helping validate the HFM, this proposal, identified by the panel as its first priority research direction (PRD), would provide a firm basis to improve our understanding of LPI and help to elucidate the origin of the laser power multipliers needed to match implosion dynamics. The panel’s second and third PRDs make the case for improving our understanding of simulated Raman and Brillouin scattering (SRS and SBS) that limit the conversion of laser energy to x-rays and mediate the transfer of energy between beams. Among the panel’s specific recommendations were a call for higher resolution simulations of hohlraum dynamics, the implementation of better models of non-local thermodynamic equilibrium (non-LTE) atomic physics and LPI, and the exploration of point designs with higher hohlraum electron temperatures to minimize stimulated Raman backscattering.

Panel 2 took up the subject of x-ray propagation in the hohlraum and the physics of ablation that drives the implosion of the fuel capsule. The directions identified by this panel were driven primarily by the discrepancy between the measured implosion velocities and simulations based on the x-ray drive measured by the Dante diagnostic. Two hypotheses are suggested for this discrepancy: either the measured drive is not that “seen” by the capsule, or the ablation process is not being accurately modeled. Of course, both effects may be relevant, and the PRDs identified by the panel address both the drive and the ablation process, as well as ablation effects such as instabilities, mix, non-radial flow, and additional shocks, which can impact yield. To resolve these possibilities, the panel recommended as its highest priority a measurement of the x-ray flux at the ablator. Subsequent priorities depend on whether this flux is consistent with the velocity or not. If it is – that is, if the x-ray drive is weaker than predicted – the next steps would be to understand why, through detailed study of hohlraum energetics and x-ray transport. If not, the priority would be to develop a predictive understanding of the coupling of radiation to ablator materials, based on detailed investigations.
Panel 3 looked at the hydrodynamic processes taking place during the implosion. The challenge of obtaining high convergence while avoiding instability growth and mix frame the research directions identified by this group. Noting that the pressure drive, the onset of mix, and the stagnation pressure are currently not adequately modeled, the scientific goal of improving the predictive power of simulations is highlighted. Fundamental physical processes that can impact the accuracy of simulations include the growth rate of ablation front instabilities, thermal conductivity, and parameterization of mix and its dependence on initial conditions. The first PRD lays out a series of experiments designed to “take apart” the physics of the ablation front instability by taking advantage of 1D geometries, by varying materials and by scaling in energy. Systematically comparing these to simulations would help identify gaps in models. The second PRD addresses hotspot mix both through experimental studies of sensitivity and scaling and through the development of an improved sub-grid model. The deceleration phase of the implosion is the focus of the third PRD, which describes potential steps to improve the data on the state of the cold fuel, higher accuracy simulations, and improvements in relevant physics processes such as conductivity.

Panel 4 examined the implosion physics that controls temperature, density, and \( \rho R \) in the hotspot at stagnation and determines if they are sufficient for alpha heating and burn. The PRDs identified by the panel encompass the in-flight conditions of the cold fuel and central hot gas, the hydrodynamic response to capsule and hohlraum 3D asymmetries, and the energy partitioning and transport within and between the hotspot and cold fuel, factors that ultimately combine to determine the assembled hotspot and fuel conditions at stagnation. Priorities were set based on analysis of cryogenically layered capsule implosions that indicate, first and foremost, that, even when implosion modeling is tuned to reproduce shock timing and implosion velocity measurements, the observed stagnation pressure of the hotspot and cold fuel are significantly lower than predicted, resulting in low yields. This pressure deficit, given the experimental evidence, is most likely 3D in nature and associated with an incomplete conversion of the kinetic energy of fuel shell into compression of the hotspot. Low-mode \( \rho R \) asymmetries, which are generally observed in cryogenic layered implosions, can reduce the pressure at stagnation and also increase the onset of hotspot mix. The first PRD is to understand the origin and 3D structure of the \( \rho R \) asymmetries, with an emphasis on direct measurements of the development and growth of these features in time, through the use of radiography both in-flight and at stagnation. The second PRD is aimed at a better understanding of the in-flight characteristics of the DT fuel, and in particular, those properties that determine the density and energy in the hotspot as it is formed, which, along with the velocity and cold fuel adiabat, determine the stagnation pressure in 1D. Experiments and modeling are outlined to better understand the central gas density, the DT EOS and release states, the sources of preheat, and the sources and effects of “coasting,” the tendency of the capsule to decouple from the radiation before stagnation. These effects could reduce the stagnation pressure, but they also result in lower convergence and lower \( \rho R \) than is observed experimentally. Finally, the third PRD is to develop methods such as radiography and spectroscopy that can directly probe the energy balance and density distribution in the hotspot and fuel at stagnation, with an emphasis on examining the possibility of anomalous radiative and conductive heat transfer between hotspot and cold fuel. This depends on the conditions of the cold fuel and could affect mass ablation into the hotspot, if conditions inhibit the absorption of hotspot radiation.

Panel 5 considered underlying high energy density properties and processes, including EOS, opacity, transport, kinetics, and nuclear interactions. These phenomena control all aspects of an igniting target: laser transport, x-ray generation, ablation, shock timing, instability growth, hotspot formation, and burn. While many processes are represented in the simulations, they have generally not been experimentally tested over the range of conditions attained in ignition experiments. In addition, a number of properties and processes are treated at gross levels of approximation that might obscure their impact.
The panel used the National Ignition Campaign (NIC) results to guide and help prioritize a set of research directions aimed at improving key physical models used for inertial confinement fusion (ICF) calculations, including EOS, LTE and non-LTE opacity, nuclear reactions, kinetics, electric and magnetic field generation, and several transport quantities such as thermal conduction, electron–ion equilibration, ion stopping power, and viscosity. The unique, heretofore unexplored extremes encountered in the ignition regime lead to very stressing tests of the assumptions that have informed current modeling, for example, the Thomas-Fermi limit for EOS, the Stewart-Pyatt model for the effects of ionization potential depression on opacity, strong shock effects on release states, equilibration, and species separation, which may effect energy balance and transport and plasma effects on nuclear processes. This part of the report independently identifies and collects many of the observations made by the panels that looked at the evolution of the target and makes it clear that there are many opportunities to improve and better test the physics models that underlie ICF.

Panel 6 took a cross-cutting look at integrated modeling and the multi-physics codes that guide ignition target design and help with the interpretation of experimental results. The current simulation capability has been extensively tested against experiments at Shiva, Nova and OMEGA, but recent experiments have clearly called into question the ability of the codes to predict important observables, including yield under the conditions attained in National Ignition Facility (NIF) ignition experiments. Examples – most of which were noted by multiple panels – include the radiation drive in the hohlraum, the need for drive multipliers to match shock timing and implosion velocity measurements, the pressure and density of the hotspot, and, of course, the neutron yields, which are up to ten times lower than predicted. By considering these discrepancies and applying a broad perspective on the codes, the panel identified priorities at three levels of integration: first, treating validation of the codes systematically; second, focusing on getting the integrated modeling of hohlraum energetics correct; and third, including kinetic and field effects on yield. In its first research direction, the panel describes an extensive, systematic science-based campaign to validate the models and simulations, including code-to-code comparisons, a hierarchical strategy of experimental validation, and a robust study of sensitivity, including the application of specific uncertainty quantification techniques. In its discussion of the modeling of hohlraum energetics, this panel report touches on and summarizes the issues raised by Panels 1 and 2, while describing a focused campaign of experiment and code-development. Specific opportunities to improve the simulations include the EOS and opacity models, non-LTE effects, non-local electron transport, laser-entrance hole (LEH) closure, and improved accounting for energy loss owing to SRS and SBS. With respect to the hotspot, the panel emphasizes in a third PRD the use of the best available models to assess sensitivity to and impact of a variety of effects, including barodiffusion, non-local transport, and non-Maxwellian distributions.

Beyond meeting its goal of laying out new lines of research, the workshop was successful in educating and engaging an expanded community of scientists in the compelling science of fusion ignition. Over 150 participants from 6 countries and 40 laboratories and universities vigorously discussed the world’s first ignition experiments, challenging results and debating implications. Among the clear conclusions of the meeting was a broad desire to continue the colloquy initiated in San Ramon.
INTRODUCTION

The National Ignition Facility (NIF), built by the National Nuclear Security Administration (NNSA) and commissioned in 2009, is the world’s most energetic laser. Recently, the NIF successfully delivered 1.9 MJ of ultraviolet light in a 500-TW pulse to an inertial confinement fusion (ICF) target, marking a critical milestone in capability for the NNSA’s Stockpile Stewardship Program (SSP). The advent of the NIF allows NNSA scientists to recreate conditions and study processes that occur in nuclear explosions. For the broader science community, NIF presents opportunities to explore what happens at the center of stars, giant planets, and supernovae.

A principle near-term goal of the NIF is to demonstrate break-even fusion burn in an indirect-drive ICF target configuration. The program of ignition experiments at the NIF is the National Ignition Campaign (NIC). Achieving “ignition” will provide NNSA the ability to study in the laboratory phenomena associated with fusion boost, a grand challenge in weapons science. Ignition will also be a key milestone in the development of inertial fusion energy. Demonstrating ignition is a scientific grand challenge that requires creating extreme states of matter under precise, highly controlled conditions. While many of the stages of ignition have been studied in the lead-up to the NIC, using smaller facilities such as Nova and OMEGA, the conditions achieved by ignition experiments at NIF are well beyond anything previously explored. As in any experiment that explores frontiers in physics, surprises are to be expected.

Steady progress has been made towards attaining the conditions required for ignition. At the same time, a wealth of exquisite data has been collected at conditions never before attained in the laboratory, including laser–plasma interactions at unique power densities and scale lengths, terapascal shock propagation, petapascal pressures, and 10,000-fold compressions. New phenomena have been observed, and surprises have arisen in comparisons between experimental results and theory, as represented by the multi-physics simulations used to model experiments.

An international workshop was held in May 2012, to discuss the science that has been learned in the NIC, identify scientific questions that have arisen, and begin to lay the lines of experimental and theoretical inquiry that would build on and address these over a multi-year time frame. Specifically, the goals of the workshop were to:

- Engage and expand the community of scientists interested in exploring science of ignition on NIF
- Form the basis for future efforts to explore underlying physics needed to understand ignition designs for a range of applications
- Identify paths leading to improved integrated design capabilities
- Maximize the utility of NIC results for broader ICF/inertial fusion energy (IFE) community

Over 150 scientists met in San Ramon, CA, over two days, working in six panels. Four panels covered the stages of an ignition experiment, a fifth looked at cross-cutting high-energy density materials issues, and a sixth considered the integrated, multi-physics modeling codes. The panels were asked to:

- Identify the key physics that underlie indirect-drive inertial fusion ignition
- Review and summarize our understanding of this key physics, including new insights and questions raised by recent experimental results
- Propose research directions that would address continuing gaps in understanding key physics
- Assess the likely impact of each of these modeling or experimental areas in furthering progress in understanding ignition science

This report summarizes the discussions and findings of the workshop. Its six main sections represent the response of each panel to the workshop charge. Each panel was able to identify priorities for future research that will enhance our understanding of ignition and the unique conditions upon which it depends. These “Priority Research Directions” are listed in Table 1. A summary of the scope and findings of each panel is given below.
Table 1. Summary of the priority research directions.

<table>
<thead>
<tr>
<th>Panel</th>
<th>Priority Research Directions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Laser propagation and X-ray production</td>
<td>Hohlraum plasma characterization</td>
</tr>
<tr>
<td></td>
<td>Electron plasma wave science</td>
</tr>
<tr>
<td></td>
<td>Ion wave science</td>
</tr>
<tr>
<td>2. X-ray transport and ablation physics</td>
<td>Capsule x-ray drive</td>
</tr>
<tr>
<td></td>
<td>Ablator hydrodynamics</td>
</tr>
<tr>
<td></td>
<td>Ablator radiative coupling</td>
</tr>
<tr>
<td>3. Implosion hydrodynamics</td>
<td>Investigation and control of ablator front instability</td>
</tr>
<tr>
<td></td>
<td>Mix in extreme high-acceleration implosions driven by multiple strong shocks</td>
</tr>
<tr>
<td></td>
<td>Hotspot formation and fuel shape physics</td>
</tr>
<tr>
<td>4. Stagnation and burn</td>
<td>The origin and 3D structure of ρR asymmetries</td>
</tr>
<tr>
<td></td>
<td>In-flight characteristics of the DT fuel</td>
</tr>
<tr>
<td></td>
<td>Probing energy balance at stagnation</td>
</tr>
<tr>
<td>5. HED Properties and Processes</td>
<td>Equations of state for ultra-dense matter and conduction dominated “gas shocks”</td>
</tr>
<tr>
<td></td>
<td>LTE and non-LTE opacity research for ignition</td>
</tr>
<tr>
<td></td>
<td>Develop an understanding of transport and kinetic phenomena in ignition</td>
</tr>
<tr>
<td></td>
<td>Nuclear science for ignition</td>
</tr>
<tr>
<td>6. Integrated modeling</td>
<td>A science-based validation campaign</td>
</tr>
<tr>
<td></td>
<td>Improved modeling of hohlraum energetics</td>
</tr>
<tr>
<td></td>
<td>Kinetic effects on thermonuclear yield</td>
</tr>
</tbody>
</table>

**Panel 1: Laser propagation and x-ray production**

Laser propagation and x-ray production refers to the physics of the laser beams entering the hohlraum and interacting with the hohlraum walls and the subsequent x-ray production. The “outer” NIF laser beams enter the hohlraum, propagate towards, and primarily heat the Au wall. They are collisionally absorbed in sub-critical gold plasma, and electron thermal conduction then heats denser gold, which is the primary source of x-ray production. The x-rays are mostly sub-keV (“capsule drive”) photons, plus “M-band” (2-4 keV) photons that have capsule preheat implications. The “inner” beams, on their way to the Au wall near the hohlraum midplane, traverse a longer plasma path, much of which consists of both low-Z “hohlraum fill gas” as well as rarefied, heated, capsule ablator material.

Many fundamental physical processes are involved. Beam overlap in the plasma results in time-dependent transfer of power from outer to inner beams, which is being used to control the capsule implosion symmetry. Accurately calculating this crossbeam transfer requires knowledge of the plasma conditions (temperature T, density n, velocity field v) near the laser entrance hole (LEH) and a theory of the saturation mechanisms for the transfer. As the beams propagate, they are collisionally absorbed. Accurately calculating this absorption again requires knowledge of the plasma T, n, and charge state Z. Non-local thermodynamic equilibrium (Non-LTE) radiation processes, non-local electron conduction, and non-Maxwellian particle distributions all affect these quantities. The mixing of the high-Z Au blow-off plasma from the wall with the low-Z fill gas plasma can also...
affect these quantities. The LEH itself is dynamically closing and is difficult to model properly, and magnetic fields are likely to form within its sharp gradients. This is important because the LEH affects laser beam propagation inward, and the outward x-rays from which the x-ray drive is deduced.

Laser–plasma instabilities (LPI) occur, and stimulated Brillouin scattering (SBS, laser light scattering from ion waves) and stimulated Raman scattering (SRS, laser light scattering from electron waves) are observed. The SRS electron plasma wave can produce hot electrons that can either directly or indirectly preheat the capsule. Accurately calculating these LPI processes has been a multi-decade and multi-scale enterprise, requiring at least a detailed knowledge of both local plasma and local laser light parameters.

This Panel emphasizes that improved knowledge of local plasma parameters, using diagnostics techniques already proven elsewhere, is within reach. The objective is a fundamental understanding of the basic plasma and beam–plasma processes involved. This fundamental understanding, in conjunction with changing (improving) the plasma conditions, should allow mitigation of SRS and SBS and control of cross beam energy transfer.

**Panel 2: X-ray transport and ablation physics**

X-ray transport and ablation physics refers to the physics of the processes that drive the “1D” or spherically symmetric component of the hydrodynamics of the implosions. This is the x-ray transport within an indirect-drive hohlraum and the subsequent ablation of the capsule. Of particular interest are the coupling efficiency to, and the drive pressure history of, the capsule.

The NIC capsule implosion experiments currently show significant differences between the predictions of models employing the nominal x-ray drive and the observed hydrodynamic properties such as velocity history, bang time and shell thickness. Inferred stagnation pressures are lower than predicted, suggesting that extra entropy is injected into the capsule hotspot that in turn inhibits compression, possibly a result of the hydrodynamics. These differences affect every aspect of the implosion—symmetry, stability, and mix. Understanding the underlying physics and developing predictive models will allow the design of more optimal implosions. Research directions explore possible explanations for these discrepancies. The x-ray drive seen by the capsule might be different than what is measured in the hohlraum; or the response of the ablator might be incorrectly predicted in simulations.

Concerning the x-ray drive and an apparent missing energy component, recent data suggest that models may over-predict LEH closure, so the actual radiation temperatures through the LEH and on the capsule are lower than simulated. Concerning the ablator material properties, which play a crucial role in capsule performance, some are based on theoretical models and need experimental validation in the relevant regimes. Different EOS and opacity models as well as potential non-LTE properties of the polymer ablator remain of active interest, with consequences for energy balance and implosion time.

The highest priority research in this area is to understand the experimental relationship between the x-ray drive and the implosion velocity and the consistency with expectations (Table 1, research direction 2.1). The outcome determines the subsequent relative importance of other priority research directions; is it the drive-production physics or is it the ablator physics that is most important?

**Panel 3: Implosion hydrodynamics**

Implosion hydrodynamics refers to the physics specifically associated with the capsule implosion on the NIF, driven by a four-step laser intensity waveform (4 “pickets”). Current relevant experimental observations include: an ablation pressure history that is inconsistent with predictions, a hotspot pressure (at stagnation) and neutron yield lower than predicted, mix (between fuel and ablator material) occurring at lower implosion velocities than predicted, and asymmetries in the cold fuel. To match the shock timing data with direct numerical simulations requires using time-dependent reduction factors on the laser energy. Thus, the drive pressure history is uncertain as a function of solid angle and time, as is any preheat of the capsule. The physics opportunities related to understanding
these uncertainties in the implosion initial boundary conditions is covered in the first two panels. However, even when a best effort is made to account for the ‘initial condition’ uncertainties, the experimental stagnation pressure and neutron yield are not accurately predicted. This suggests that interesting physics is at play within the implosion process itself.

The boundary conditions for the implosion hydrodynamics can, in addition to affecting the apparent implosion efficiency, affect the fuel adiabat and the mix (of ablating material with fuel). A non-optimal x-ray drive can produce a “fifth shock” and also result in shell decompression. A lower-than-predicted neutron yield and stagnation pressure can result from an increase in the volume of the vapor region due to multi-dimensional effects (low-mode hotspot distortion and mix). Finally, current calculations of the hotspot formation do not include the effects of magnetic fields on electron heat conduction, the primary process behind formation of the hotspot.

Thus, the physics specifically related to implosion hydrodynamics considered in panel 3 is the physics of instability, mix, and hotspot formation by ablation of the DT ice inner surface. Research opportunities exist in all three areas, and it is important to understand the role of three-dimensional effects. One experimental approach suggested is to vary target and x-ray drive parameters to elucidate the role of different fundamental physics properties.

Panel 4: Stagnation and burn

Stagnation and burn refers to the essential conditions for a successful fuel assembly and, thus, the achievement of hot spot ignition and energy gain. A consideration in this section is an assessment of the models used to infer properties at stagnation, in particular, a two-radial-zone, otherwise 0D, interpretive model that uses all available data for input to predict final parameters. There is evidence for mixing of ablating material with the fuel in the hotspot for cold fuel asymmetries and for unexpectedly low energy transport between hot and cold dense regions. Fundamental research in the areas of 3D perturbations and their consequences and energy transport at high densities is needed to explain the observations.

Basic considerations show that one explanation for a low stagnation pressure is a high DT gas density present at stagnation, resulting from an increased mass being compressed. The stagnation pressure is also affected by shock timing (itself dependent on material properties and perhaps kinetic effects), by any additional shock, and by perturbations to sphericity of either a low or high mode number. All these are covered by the priority research directions, which include suggestions for additional diagnostics of the stagnated plasma conditions.

Panel 5: High energy density properties and processes

High energy density properties and processes refers to the materials data needed to simulate and interpret ignition implosion experimental data. Considerations include evolving a next-generation of benchmarked physics models expressly focused on the interpretation of experiments and optimization of future fusion designs. Physics areas include EOS, opacity (LTE and non-LTE), nuclear cross sections, kinetics, electric and magnetic field generation, and several transport quantities such as thermal conduction, electron-ion equilibration, ion stopping power, and viscosity. Most models for underlying physics used in ICF designs remain untested over the full range of extreme conditions accessed by the ICF implosion. Priority research in four areas is identified: EOS, LTE and non-LTE opacity, transport and kinetics, and nuclear science.

Panel 6: Integrated modeling

Integrated modeling refers to the simulation codes currently used to design and analyze ignition experiments. Physical processes modeled in the codes include radiation transport, electron and ion thermal transport, thermonuclear burn and transport of burn products. These codes include models for transport of laser light and the various processes that affect it. They also include magnetohydrodynamics and the effects of magnetic fields on transport processes. Ingredients in the integrated models include atomic physics, in particular, models for opacities and equations of state, both LTE and non-LTE. Approaches that include kinetic and non-fluid effects are being investigated.
Considerations include developments that would have the greatest impact on modeling ignition experiments, the exploitation of future computational platforms, the approximations made or processes not treated significantly that affect the accuracy, new approaches for modeling physical processes that would substantially benefit the simulation codes, and improved verification and validation. The priority research directions are: instigate a science-based code validation campaign, improve the modeling of hohlraum energetics, and investigate possible kinetic effects on thermonuclear yield.

In presenting the conclusions of these six panels, this report is designed to provide actionable input to the development of a multi-year research program on the physics of indirect-drive fusion ignition. While there are obvious overlaps in the issues addressed and research directions identified by each panel, together they capture the status of ignition science at NIF and point a clear path forward.
PANEL REPORTS
1.0 PANEL 1 — LASER PROPAGATION AND X-RAY GENERATION

1.1 Introduction

In experiments designed for the National Ignition Campaign (NIC), laser beams propagate through hohlraum target laser entrance holes (LEHs) and proceed toward the hohlraums’ interior gold walls that absorb the light and convert thermal energy to x-rays used to drive the capsule. This panel deals with the issues that initiate the sequence of events that eventually lead to capsule implosion and ignition. Understanding the partitioning of the laser energy into absorption, scattering and hot electrons is critical not only for the overall energetics, but also for predicting the x-ray drive that ultimately determines the implosion symmetry, velocity and possible preheat of the ablator and core. The purpose of this panel is to identify key science issues and needs, that when properly addressed, could help us propose strategies to minimize laser-plasma instabilities, make cross beam energy transfer an optional rather than a necessary tool, and have a more predictive handle on symmetry of x-ray illumination.

1.2 Status of the Physics

1.2.1 Underlying processes and properties

There are many issues to consider in properly modeling the large number of physical processes involved here. Due to beam overlap in the plasma, there is usually transfer of power from outer to inner beams, called “cross beam energy transfer” (CBET). This time dependent energy transfer is being used for capsule implosion symmetry control. Accurately calculating CBET requires knowledge of the laser and plasma conditions (T, n, velocity field) near the LEHs, as well as a good theory for the saturation mechanisms of the transfer.

As the beams propagate, they are collisionally absorbed. Accurately calculating the absorption also requires knowledge of the T, n, and Z of the plasma. The non-local thermodynamic equilibrium (non-LTE) radiation processes, the non-local electron conduction, and the non-Maxwellian particle distributions all affect these quantities. Mixing of the high-Z Au blow-off plasma from the wall with the low-Z fill gas plasma can also be a factor in determining these quantities. The LEH itself is dynamically closing and difficult to model properly, and magnetic fields are likely to form within its sharp gradients. The LEH affects laser beam propagation inward, as well as “Dante”, the x-ray drive diagnostic instrument that gathers x-rays emitted through that LEH and is used as an indicator (via comparisons with rad hydro codes) of what the capsule drive may be.

Laser-plasma instabilities (LPI) also occur [1]. Stimulated Brillouin scattering (SBS) and stimulated Raman scattering (SRS) instabilities scatter the light off of self-generated ion acoustic and electron plasma waves, respectively. The SRS electron plasma wave can produce hot electrons that can preheat the capsule directly, or possibly indirectly through inducing high-energy photons from the Au wall. Accurately calculating these LPI processes has been a multi-decade and multi-scale enterprise. Accurately knowing the plasma conditions and the local laser intensity are necessary (though possibly insufficient) inputs to understanding what LPI to expect.

As one example of the non-linear cross talk amongst all of the above, consider this: crossbeam transfer can intensify just a part of an inner beam. The resulting SRS from that intense part of the inner beam can send light back from the interior of the hohlraum towards the LEH. That scattered light can be collisionally absorbed and then heat the plasma in the LEH, thus changing the plasma conditions that can then affect the crossbeam transfer!

1.2.2 Status of theory and modeling

From the earliest days of the laser fusion program, the need to understand and control undesired LPI was recognized. The time and spatial scales of plasma formation in and around the hohlraum; the onset of SRS, two plasmon decay, filamentation and SBS; and wave particle interactions that generate hot electrons are so different that a single approach is not suitable to model all three.

Laser and plasma conditions are modeled on the macro scale within the radiation hydrodynamics codes such as 2D LASNEX [2] and 3D HYDRA [3]. Modeling the complexities of non-LTE states of the partially ionized high-Z ions in the plasma is an important component in how the rad-hydro codes calculate the radiative rates of energy loss from the
plasma. Currently, either an average atom XSN non-LTE model [4], or a more sophisticated Detailed Configuration Accounting (DCA) non-LTE model [5] is used. Electron heat conduction is “flux limited” to ensure reasonable answers in the presence of thermal gradient scale lengths shorter than an electron mean free path. Packages that approximate this inherently “non-local” situation [6] are also implemented into the codes [7]. The best available current model [8] uses DCA that includes dielectronic processes, as well as a non-local transport model. These two components tend to predict higher radiative and electron thermal heat flux than the previous model. Hence, it is called the “high flux model” (HFM).

SRS, filamentation, and SBS can be modeled on a variety of levels of complexity. Currently on the meso scale, these processes are modeled with pf3D [9], which includes the laser propagation (and the subsequent scattering) in the paraxial wave approximation. It currently “post-processes” a piece of the plasma (~10 cubic mm) for a portion of the time (~100 psec). Particle-in-Cell (PIC) codes [10] and kinetic codes study these phenomena on the micro scale, while including sophisticated models for the non-linear dynamics.

CBET and SBS are not well-understood at a detailed level. As with SRS, kinetic modeling of SBS (e.g., with a Vlasov or particle in cell (PIC) simulation augmented by collisional physics) is computationally challenging. A 3D kinetic model of SBS over the pulse lifetime in the complex target geometry is not expected in the near future. There is some evidence that CBET decreases during the pulse, in which case its saturation mechanism should be understood. A combination of codes, SLIP [11] and hydro codes calculate the level of CBET. Spatial inhomogeneity of the post CBET laser beams can affect x-ray production, symmetry, and the downstream LPI. In addition, there is an often seen phenomenon in which SBS competes with SRS.

1.2.3 Impact of experimental results

What has been discovered, mainly on the basis of the 2009 energetics campaign on NIC, is that the hohlraum plasma conditions are different than our initial expectations, which were based on older, simpler models. The HFM tends to predict higher radiative and electron thermal heat flux than the previous model. The implication of these two higher fluxes (and especially as they act in concert with each other) is a prediction of a decidedly cooler hohlraum plasma. This cooler plasma is consistent with the SRS shorter wavelength than expected spectra vs. time [12] and its larger than expected amount of scattering, as well as with the capsule implosion symmetry [13], as computed taking into account beam propagation through that cooler plasma. New hohlraum shapes [14] were instituted based on this model that have proved efficacious in controlling P2 (second-order Legendre polynomial) symmetry in subsequent shots. Thus, the impact of this change in our expected plasma conditions has been very large. While this is a “feel good story” of better physics approximations making for better answers, it should be recognized that while data consistency is fine, until actual direct measurements of the plasma conditions are made, the HFM’s accuracy cannot be assured.

The current ignition-scale experiments have a coupling efficiency of about 84%. About 3% losses are due to SBS, while the bulk of the loss is due to SRS and primarily on the NIF inner beams. The SRS process also typically produces [15] about 100 kJ of hot electrons with a distribution that can be characterized by a temperature of ~ 20 keV. In addition, about 1 kJ of 80 keV hot electrons is observed, whose origin may be owing to phenomena at a quarter critical density such as Raman forward scattering or $2\omega_p$ instabilities.

CBET is required [16] in current NIC hohlraums to ensure a symmetric image of the hotspot upon implosion. Roughly 1/3 of the outer beam power (which originally contained ~ 2/3 of the total power) is transferred to the inner beams. Thus, since the losses are mostly from these post-CBET inner beams, about 4/9 of the total power ends up on the outer beams. About an equal amount ends up on the inner beams, the balance being lost back out of the hohlraum, due to SRS from those inner beams. There is evidence that the CBET process proceeds in an unsaturated mode early in the pulse, and eventually saturates and lessens later. This too must be experimentally characterized more directly. Moreover, the CBET is currently modeled as spatially uniform from and to each beam. Clearly, the post CBET laser beam spatial non-uniformity must be modeled and measured much better than is currently done.

Finally, it should be mentioned that capsule performance issues might have their origin in LPI processes. The apparent “stall out” in capsule drive
During the rise of the main pulse may be due to internal LPI processes that redistribute light (at least temporarily) into parts of the plasma (e.g., low-Z gas fill) that are less effective in producing x-ray drive. Currently, the hydro codes or p3D do not model processes such as Raman or Brillouin side scatter that would be candidates for this effect. The dense part of the ablator is observed to be decompressed more than the model predictions. This may be due to the hot electrons. There is also the possibility that moderate mode-number asymmetries (e.g., P4, P6, M4,...) that may be present in the dense shell surrounding the hotspot might have their origin in LPI processes. These modes, interacting with otherwise nominal mix, may account for low yields. With all of the above-mentioned impact of LPI on experimental results, there is clearly a need for serious efforts in LPI research.

1.3 Opportunities for Progress

There are uncertainties in the laser and plasma conditions that control LPI, CBET, and beam propagation. Since non-LTE implies that local collisional rates do not entirely dominate, this means that the radiation field, in part, determines radiative rates, and does so via non-local influence. This is a very difficult, self-consistency challenge. Similarly challenging is the non-local thermal electron heat transport, wherein electrons with mean free paths much longer than a local thermal gradient contribute to the heat transfer. All of these determine the local plasma conditions and the nature of and level of the LPI processes that can ensue. The large scale-length of plasma at the ignition scale magnifies the challenge, as formerly insignificant optical depths for processes in plasmas now can contribute in a substantial way.

The SRS process makes hot electrons. They are currently modeled as diffusing isotropically from their point of origin within the hohlraum. To the degree that they act in a more beam-like mode of transport, then modeling them as beaming along the direction of the electron plasma wave may change how they affect hohlraum energetics and direct capsule coupling. As the role of hot electrons introduces an uncertainty to our understanding of capsule performance, it would be quite opportunistic to design experiments that minimize their creation. This could include achieving symmetry by beam balance alone, without utilizing CBET, which, after all, maximizes the inner beam intensity from which the SRS is emerging. Another technique would be to promote SBS as a way to depress the hot electron producing SRS.

Since SRS dominates the loss mechanisms to date at NIC, there is a need to develop a better understanding of the fundamental nature of the SRS process. This could allow us to accurately assess the onset of SRS and its saturation levels and then move on to mitigation strategies, either by means of changed plasma conditions or by means of changed laser driver, including a variety of wavelength, bandwidth, and modern laser pulse shape modulation approaches.

The role of ponderomotive and thermal filamentation in creating hotspots leading to magnetic field generation and enhancing intensities above the thresholds for SRS and SBS is not fully understood within the hohlraum. The parametric processes that take place at the critical surface, such as the parametric decay instability and oscillating two-stream instability that can produce fast electrons, also need to be quantified.

The possibility that SBS will create significant loss of hohlraum coupling and capsule drive symmetry as the incident laser drive energy is increased cannot be excluded. It is, thus, important to develop an understanding of SBS and to explore and have ready concepts that can potentially, if needed, reduce its impact. This can be through new experiments that explore aspects of the physics and new concepts for LPI control and mitigation and the theoretical and numerical study of these ideas. Again, fundamental understanding of LPI onset and of the various competing saturation mechanisms would be important elements of this understanding.

The CBET is related to ion wave science and can benefit from such advances in fundamental understanding. It appears that CBET possibly self saturates in time, within a given experiment. Thus, understanding that process in detail will help us control symmetry in the NIC in a precise time dependent way. It may be imperative to do so, if indeed, shell asymmetries are currently coupling to ordinary mix in the present NIC experiments leading to low yield.

Moreover, the time dependent CBET also informs what the time and spatial dependent laser beam profiles are and where and how much SRS occurs. These can all affect internal LPI (processes that do not
reveal themselves as readily as backscatter, because they do not emit their characteristic scattered light outside the hohlraum). This internal LPI could be affecting the lack of effective drive during the rise of the main pulse. Obviously devising ways to diagnose if such processes are happening is an important opportunity to resolve this key uncertainty.

A grand calculational challenge is to link the macro-scale hydro codes to the micro-scale PIC and kinetic codes, possibly by way of the meso-scale codes, by implementing within them reduced model descriptions of the kinetics. Another opportunity would be the less grandiose, but still grand challenge of definitively converging a full rad hydro calculation—zoning, photon bin, and electron bin. Part of this grand challenge is to accurately model not only the real world complexities of the actual target construction and geometry, especially the complexities surrounding the LEH, but also including diagnostic holes, the tent that suspends the capsule within the hohlraum, and the movement outward of the outside of the hohlraum wall.

To match capsule implosion dynamics, target designers and experimental analysts must currently multiply the peak laser power by a factor less than one. Yet it is the nominal calculation, without multipliers, that “matches” the Dante flux that emerges from the LEH. This points to the possibility that there are cancelling errors in the modeling of the x-ray production and of the LEH size. A better full rad-hydro simulation, with better-resolved zoning of the laser-to-x-ray conversion layer may lower the predicted drive. That could well go hand in hand with better resolved LEH dynamics, and the two cancelling errors could turn into two well-predicted phenomena that together can “really” match the Dante flux and get the right answer for the right reasons.

Another issue in modeling drive is the need to pick a particular condition (usually on Te) at which to switch from the non-LTE modeling to an LTE table of data for opacity and equation of state (EOS). The presumption here is that the tables give reasonably accurate answers that have been validated, to some degree, by experiments. The calculated drive seen by the capsule is sensitive to the choice of what Te at which to “turn on the switch”. Thus, the choice of that “switch” condition adds uncertainty to the calculation. Having a non-LTE model that naturally switches to LTE in a way that gives answers very close to those of the tables would eliminate this uncertainty.

Since the PIC codes deal on the most fundamental of levels within our reach today, and on the shortest temporal and spatial scales, it also behooves us to develop experimental diagnostics and platforms that can confirm some of the kinetic physics on those short temporal and spatial scales, studying single speckle systems, and then go on to learn how ignition-scale relevant multi-speckle systems interact and behave.

1.4 Priority Research Directions

1.4.1 Hohlraum Plasma Characterization

Introduction

Both laser and plasma conditions control LPI, CBET, and beam propagation. Modeling the complexities of non-LTE states of the partially ionized high-Z ions in the plasma is an important component in how the rad-hydro codes calculate the radiative rates of energy loss from the plasma. Currently, either an average atom XSN non-LTE model or a more sophisticated DCA non-LTE model that includes dielectronic recombination is used. A “non-local” heat transport model in combination with DCA predicts considerably higher flux of heat and radiation than previous simpler models. It constitutes the new “standard” high flux model, HFM.

The HFM predicts a cooler plasma in the NIC hohlraum than that predicted by XSN. It is imperative that this (new standard) model is verified by direct measurements of the plasma conditions. It would be unwise to proceed to doing the rest of the science of ignition without being firmly “grounded” in knowing the plasma and laser conditions.

Near-term improvements and approaches to theory and modeling

The modeling of non-LTE plasmas could be improved to ensure that in the LTE limit it can reproduce the results of the very best atomic physics codes available. Advanced kinetic treatments of heat transport (e.g., Fokker Planck) can be applied, at least to low-Z plasmas. On what may seem to be a more mundane plane, what is needed are heroic efforts at making the very best hohlraum model achievable, in terms of zoning and photon bin and electron bin convergence and that includes a great deal of real
world structures within and outside the actual hohlraum.

Since magnetic fields can affect electron conduction and thus plasma conditions, efforts should be made to ensure that all relevant B field generation terms (e.g., Nernst terms) are properly implemented into the rad hydro codes. To date this has proven to be very challenging.

On a shorter time scale, there is a need to complete the process of implementing into the hydro codes the more self-consistent models that allow for SRS to occur within the hohlraum plasma and send its scattered light back, possibly within a broader angular cone, through the plasma, thus heating itself consistently. Similarly, codes that compute in situ the CBET (as well as its saturation mechanisms) should be implemented. These affect the CBET vs. time, as well as the post CBET laser intensity spatially non-uniform profile. Both aspects may affect the conversion of laser light to x-rays, as well as the symmetry and downstream LPI.

**High impact experiments on HED facilities to address uncertainties in critical physics models**

There is a need for measurements of $T_e$, $T_i$, $n_e$, $Z$ and $v$ in at least four places: the LEH, in the gold blow-off, in the gas volume from where the SRS emerges, and finally, above the waist of the capsule, at the hohlraum mid-plane. The measurements might be Thomson scatter, using either $4\omega$ light, or possibly cheaper but with compromises, using $3\omega$ or even $2\omega$, where $\omega$ is the fundamental frequency of the laser light. Alternative methods such as “dot” spectroscopy should be assessed. If possible, either of these methods might also look for B fields that arise within the hohlraum or at the LEH. Knowing the plasma conditions will greatly amplify the efficacy of studies that re-optimize hohlraum performance by changing gas fill density and composition, including perhaps foams that can break LPI coherence.

Since the test bed for the HFM was the Au sphere experiments [17] on the University of Rochester Laboratory for Laser Energetics (LLE) OMEGA laser, efforts should be made to improve upon them. The absorption fraction should be measured separately, and through two-color Thomson scatter, the $T_e$ and densities in the gold blow-off should also be measured. These new data will provide a far more stringent test of the HFM.

The highest priority research direction is: Increase $T_e$. This could reduce SRS (and possibly SBS and CBET too, if so desired), increasing coupling efficiency. With a hotter plasma, beam propagation would be better and reduce even the need for CBET. To be cautious (and humble), the LPI may nonetheless “find a way” under these conditions to be troublesome anyway—but that only makes the prospect of such an experiment more interesting! $T_e$ could be made hotter by doping the hohlraum interior with higher-Z materials, introduced from either the outside of the ablator, in some of the aforementioned foam fillings, or to some degree, within the fill gas. $T_e$ can be increased by scaling the hohlraum size down. A change in hohlraum geometry (such as a “rugby” [18]) might allow better beam propagation and thus a higher $T_e$. Another approach, which should be tested first at the OMEGA laser, is to impose an external B field on the hohlraum to help reduce thermal conduction. This may have another benefit of insulating the capsule from hot electrons. As will be discussed in Sections 1.5 and 1.6, if LPI can be mitigated by the means described therein, coupling will improve and $T_e$ will rise.

**New capabilities (diagnostics, models) needed**

Using Thomson scattering (TS) is a well-known method of determining many key plasma condition parameters. It is perhaps possible when diagnosing the region near the LEH to get by via “cheaper means” than $4\omega$ TS, namely $3\omega$ or $2\omega$. Near the LEH proton beam, probing may be feasible. Using “dot spectroscopy” to detect plasma conditions is another possible method. This has been utilized in the past in open geometries and to a lesser degree within hohlraums.

Dedicated diagnostics that can monitor the time dependent closure (at various relevant x-ray frequencies) of the LEH would be extremely valuable. In a similar vein, instruments that monitor the time dependence of the outside of the hohlraum wall’s expansion would be an excellent constraint on the modeling and inform issues of increased wall loss due to larger wall area, especially at late times. Monitoring the drive not through the usual Dante line of sight, but through a line of sight more directly relevant to the capsule view would also be a valuable experiment.

Varying plasma fill gas pressures, gas materials, or filling types (e.g., foams), as well as scaling plasma
and laser power sizes etc., are all ways to vary plasma conditions, assess LPI, etc. The diagnostic techniques described above would then be exercised in significant ways.

Utilizing advanced models that can sensitively predict plasma conditions is another important aspect to this problem. Examples of such needed models include: advanced Fokker Planck kinetic transport codes; models that can be implemented into the hydro codes that account for saturation mechanisms of LPI and CBET that involve, for example, ion heating; and non-LTE models for high-Z ions that can achieve, in the LTE limit, the same results for opacity and EOS as those of the most sophisticated LTE tables.

**Long-term goals and outlook**

A very challenging “stretch goal” would be to incorporate the non-Maxwellian distributions that emerge from such kinetic treatments into atomic physics non-LTE codes that would respond to such distributions, e.g., *vis a vis* collisional rates. Another challenge is to implement models that can deal with interpenetrating plasmas, as well as Au-gas interface mixing in general.

**1.4.2 Electron Plasma Wave Science**

**Introduction**

The Raman process is currently the chief actor in the coupling losses from ignition-scale hohlraums, especially from the inner beams. The SRS saturation levels, how and why SBS competes and “turns off” the SRS, and the subsequent production of possibly deleterious hot electrons are all major high-leverage issues, that require better understanding if progress is to be made in mitigating this effect.

The current levels of SRS are of sufficient magnitude to make this a priority area of research. As the ignition research proceeds to thicker ablators on its ICF capsules, more drive energy will be required to get those capsules up to the required implosion velocities. Increasing coupling by decreasing SRS will be very helpful in that endeavor.

**Near-term improvements and approaches to theory and modeling**

On a fundamental level, cross code comparisons should be made to maximize the lessons learned from the fundamental PIC and kinetic studies. These can be of value from 1D comparisons up through 3D. Interesting work on the interplay of non-local heat transport and SRS via growth rates modified by the Landau Damping changes due to the heat flow should be pursued.

We must complete the process of implementing into hydro codes the more self-consistent models that allow for SRS to occur within the hohlraum plasma and send its scattered light back through the plasma, thus heating the hohlraum plasma self-consistently. Improvements beyond what might be accomplished in the near term could include propagating the back-scattered light with gain and not simply creating a fixed amount of scatter at some given point in space.

We should validate, through test problems and comparison to specifically designed experiments, the current capabilities of the rad hydro codes to properly account for the atomic physics and ensuing radiation caused by hot electrons impacting inner shell processes in the ions of the high-Z walls of the hohlraums.

**High impact experiments on HED facilities to address uncertainties in critical physics models**

Small-scale experiments that can monitor the very basic Raman physics processes on the very short time scales of the SRS process would be a valuable exercise of the science and of the PIC codes that describe it. They will require diagnostics with very good time resolution (1 to 10 psec). Larger-scale experiments can then monitor multi-speckle-size plasmas and the effects thereof. Assessing fundamentals such as SRS decreasing via wave breaking and turning on and off counter propagating beams to assess SRS transmission should be considered.

The production of hot electrons can result in direct preheat of the target. While experiments to date have attempted to quantify that effect, continuing vigilance at monitoring the capsule preheat directly is recommended, especially as the ignition research program proceeds to longer pulses with more power and energy. Methods to monitor the higher energy x-rays (the M band) that can radiatively preheat the capsule should also be developed to address the following issue: Dante sees M band coming out of the LEH, which may not be equal to the M band incident onto the capsule.
Experiments that optimize the hohlraum fill can be done by varying the fill gas pressure, its elemental make-up, and even the hohlraum geometry. Fill strategies that include structures, especially meant to break up coherence and reduce SRS, such as foams or micro-needles, should be examined. Foams that vary spatially in their composition (“zebra foams”) might breakup coherence as well. As mentioned in Section 1.4.2, increasing $T_e$ by a variety of means may directly reduce SRS. Again, as mentioned above, imposing an external B field on the hohlraum to help reduce thermal conduction is a particularly interesting method of raising $T_e$.

Even if experiments do not result in increased coupling, but simply reduce SRS, they would be valuable as they could eliminate questions of hot electron effects. One approach would be to design a hohlraum that favors SBS, which competes and beats down the SRS. Other efforts that minimize CBET could reduce the inner beam intensity and reduce the level of SRS.

The previous paragraphs addressed reducing the SRS by plasma and/or competitive LPI means. An entirely different approach involves reducing LPI in general by laser means. From the macro scale, one can consider using $4\omega$ light on the inner beams to reduce SRS. Issues of whether the $4\omega$ will beat with the $3\omega$ beams and serve as enhanced noise for other LPI processes should be assessed. Conversely, $2\omega$ could be explored as it allows for more drive energy. Other laser mitigation methods involve scaling studies of bandwidth, and/or spatial incoherence, temporal incoherence (smoothing by spectral dispersion [SSD]), and/or polarization methods. All are worthy of dedicated experiments.

A particularly exciting laser approach to LPI mitigation is to attack the coherence on a very fundamental instability time scale. These rapid and adaptive amplitude modulated pulses, such as “spike train of uneven duration and delay” (“STUD” pulses$^{19}$) should be assessed on the appropriate laser facilities. Experiments with 10 ps time scale modulations could be tested at OMEGA (URLLE) or Trident (LANL). The more ambitious program of operating down at the 1-ps time scale would have to wait for hardware changes not currently anticipated at NIF. Such pulses could disrupt SRS via halted growth spurts and spatial scrambling of active hotspots in between laser spikes.

**New capabilities needed**

The early time hot electron preheat of the core is thought not to be a problem as the currently used, broad-band filter-fluorescer hard x-ray “FFLEX” diagnostic shows hard x-rays above 170 keV only after the onset of the 4th picket. Again, higher power shots planned with a thicker plastic ablator could generate significantly more hot electrons that could make preheat an issue again. It would be better to directly measure the hot electron energy deposition at the core of the capsule using perhaps a high-Z emitter placed at the core of a capsule. This possibility should be explored or revisited given the importance of ruling out preheat as a factor leading to an increase in entropy of the fuel core. Having more channels of FFLEX time resolved would also be of value as it could be correlated with the observed temporal behavior of the SRS scattered light.

Developing diagnostics with excellent time resolution (1-10 ps) is another priority, as it will allow more fundamental experiments on SRS and its onset and saturation.

Since Raman side scatter is of some concern, efforts to invest in ways to expand the pf3D code to include non-paraxial effects should be undertaken.

**Long-term goals and outlook**

The grand computational challenge of LPI is to find ways to marry the multi-scale physics inherent in the process.

We currently model the hot electrons created by SRS as diffusing isotropically from their point of origin within the hohlraum. To the degree that they act in a more beam-like mode of transport, then modeling them as beaming along the direction of the electron plasma-wave may change how they affect hohlraum energetics and direct capsule coupling. As local electric and magnetic fields can affect such beaming trajectories, this is a very difficult computational challenge, somewhat akin to the (again multi-scale) transport problems encountered when studying fast ignition.

### 1.4.3 Ion Wave Science

**Introduction**

Ion plasma wave physics has at least two important impacts on NIC: the first is the positive impact of facilitating CBET. The second impact is
made by SBS, which can limit laser beam coupling. With higher energy and longer pulses, there is a danger of increasing levels of SBS. Thus, similar to SRS, SBS too is priority area of research. Moreover, with the thicker ablators come more plasma in the hohlraum and longer pulses, thus further challenging the implosion symmetry. CBET may, therefore, continue to be a key tool in obtaining proper implosion symmetry. Thus, CBET is a key piece of science to better understand and control, and, because it is mediated by ion waves, they too are included here for discussion. The filamentation instability will create increased intensities for SBS to grow rapidly within the filament as well as producing x-ray hotspots. The subsequent filamentation hotspots will produce magnetic field structures that will alter electron transport. LPI at the critical surface where the parametric decay takes place will alter laser absorption and the generation of fast electrons giving rise to non-Maxwellian distributions.

Near-term improvements and approaches to theory and modeling

Simulations and models could be crosschecked in other LPI physics experiments in many laboratories. CBET and SBS are not well understood at a detailed level. As with SRS, kinetic modeling of SBS (e.g., with a Vlasov or PIC simulation, augmented by collisional physics) is computationally challenging.

There is some evidence that CBET decreases during the pulse, in which case its saturation mechanism should be understood. The current efforts at modeling the CBET saturation via ion kinetic self-heating should be pursued and implemented into the hydro codes, as should other more self-consistent modeling such as the in-line CBET itself. That model may show saturation due to ponderomotive forces and/or the evolution of the velocity field. Finally, the self-consistent SRS package should be included in the simulations, as the backscattered light can locally heat the LEH region and change the CBET.

High impact experiments on HED facilities to address uncertainties in critical physics models

Experiments of specific aspects of NIF LPI physics might be performed at OMEGA, and simulations and models could be crosschecked in other LPI physics experiments in many laboratories. The hohlraum can be modified (for example, using...
one half of a hohlraum) to allow for enhanced diagnostic access and elucidation of specific aspects of the pulse dynamics. Temporal control of the laser pulses for LPI studies may also be desired.

Given the difficulty in understanding, modeling and controlling the detailed plasma microphysics associated with cross beam transfer, it is desirable to investigate the feasibility of schemes that make CBET an optional, rather than a necessary, tool to achieve drive symmetry. Some ideas for achieving this goal include reducing SRS, thereby reducing the need for cross beam transfer. Furthermore, by means of temporal interlacing of drive pulses (STUD pulses), CBET could be controlled, and SRS may also be mitigated. These ideas are worth exploring theoretically and—as feasible—experimentally. One suggested method to “tame” SBS is to consider Au/B as a liner (in a DU hohlraum).

Aspects of ion wave physics can be elucidated via an SBS-dominated experiment that would enable us to separate the SBS and SRS effects. Another important experiment is to create a “semi-open” geometry that still acts as a good “LEH mock-up”, but is optimized to monitor transmitted beam profiles. This platform could be tried first at OMEGA and then tried at NIF. Within such a platform we could vary and study CBET by varying plasma conditions, varying plasma composition, varying laser conditions, e.g., bandwidth or STUD like pulses, or some grand combinations of all of these techniques. Similarly efforts at designing full hohlraums but with “holes” in the wall (“holed-hohlraums”) that allow monitoring the post-CBET beam profile, though a challenging design task, should be explored.

Another possibility is performing experiments at 1 MJ drive on target with and without CBET (the experiments without CBET would use more intense

**Multi-scale Modeling of LPI in Hohlraums**

LPI processes are modeled on the macro, meso, and micro scale. It is a grand computational challenge to unify these levels of description, incorporating all the necessary physics at all relevant length and time scales. One approach to this goal would be first begin to merge the meso- and micro-scales by development of reduced models of kinetic effects within p3D. One could also begin to merge the macro- and meso-scales by coupling p3D to rad-hydro simulations on a very crude time scale. Increases in computing power make both of these approaches viable.
inner beams). While current hydro models predict no difference between these two scenarios, this is precisely why it is an interesting experiment. It might show surprises that point to deficiencies in the current modeling. Another method to eliminate the need for CBET would be a change in hohlraum shape.

The current NIF pulses overlap in the LEH. At the expense of higher pulse intensity, the pulses could be temporally interwoven (STUD pulses). These pulses would be ~10 ps. This geometry might allow for greater CBET control, and, by using shorter pulses, the Raman growth could be disrupted. At fixed energy, however, instabilities may have shorter growth times and, thus, the scaling of the number of e-foldings should be studied in detail.

New capabilities needed

Understanding ion wave physics is hampered by a lack of detailed information on the temporal evolution of the plasma. As mentioned earlier, a Thomson scatter diagnostic could be explored with the goal of measuring ion waves, $T_i$ and $T_e$, as functions of time.

Since stimulated Brillouin side scatter cannot be ruled out, the pf3D code should be expanded to allow for non-paraxial effects.

Long-term goals and outlook

A 3D kinetic model of SBS over the pulse lifetime
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in the complex target geometry is not expected in the near future, but would be quite useful. Understanding how CBET proceeds under different ion wave damping conditions is an important step in establishing just how well CBET can be controlled.

A goal for diagnostics is a temporal resolution of LPI saturation processes (~< 10 ps).

The experimental and theoretical ideas laid out above and proposed to be tested on the appropriate-scale facilities have high potential for leading the way to LPI mitigation and thus helping in the very difficult goal of achieving ignition in the laboratory.

1.5 Conclusions

The high-priority research directions described above are summarized below:

1a) Measure and better predict plasma conditions:

- Measure plasma conditions, such as T_e, T_i, n_e, B fields, in key parts of the hohlraum, especially near the LEH. Methods may include Thomson scattering or spectroscopy. This is the basis for proceeding with further study of all of the other LPI and x-ray production science initiatives.
- Redo the OMEGA Au sphere experiment with more diagnostics such as absorption fraction and T_e via two-color Thomson scattering. This will more tightly constrain the High Flux Model.
- Improve macro packages in the rad-hydro codes such as SRS internal to the hohlraum and a CBET in-line model. Do “hero” calculations of a full hohlraum with all the details of the actual LEH, target holder, converged zoning, full B field terms, etc. Diagnose the LEH closure and the outer hohlraum wall expansion.
- Explore interpenetrating plasma models. Improve more fundamental micro packages such as kinetic/Fokker Plank head transport. Improve non-LTE DCA so that it matches STA-Vista opacities in the LTE limit.

Continuous Improvements to Modeling Plasma Conditions in Hohlraums

Efforts are ongoing to continually improve modeling of the NIC hohlraum so that it better reflects, with greater fidelity, the actual ongoing physics in the hohlraum. In the figure we see how increasing the quality of the model (flux limit upgraded to a non-local package) changes the predicted plasma conditions in the hohlraum’s laser entrance hole (LEH). A further improvement in the modeling allows for SRS to occur within the volume of the hohlraum. Previously, the SRS back-scattered light was subtracted from the incident beam even before it entered the problem. The back-scattered green light propagates back through the hohlraum and out the LEH. In that process, some of the green light is absorbed and thus heats the LEH plasma even further. This might have the effect of changing the crossbeam energy transfer (CBET) there due to the changing plasma condition. Future models will include the CBET as an in-situ, in-line process and also include saturation models due to ion heating. This saturation and the concomitant change in T_i will both directly and indirectly (via changed plasma conditions) respectively, change the amount of CBET.
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1b) Improve Plasma Conditions:

- Raise $T_e$ to quite possibly mitigate LPI and improve beam propagation. Methods may include imposed B fields, artificially raising the Z of the hohlraum fill, or hohlraum size and shape scaling. Verify the higher $T_e$ via the methods of #1a above.

2) Understand Electron Plasma Wave Phenomena & mitigate SRS:

- Expand our modeling capabilities from testing the basic PIC level through broadening pf3D capabilities such as allowing for non-paraxial effects and implementing reduced kinetic descriptions. Test these models using experiments with ultrafast diagnostics.
- Improve the hot electron transport package and its effects on atomic physics.
- Mitigate SRS by plasma means, such as foam-filled hohlraums that interfere with coherence or by promoting SBS to compete with SRS. This will allow monitoring target performance in the absence of hot electrons.
- Mitigate SRS by laser means, such as Bandwidth or STUD pulses.

3) Understand Ion Wave Phenomena & mitigate SBS & control CBET:

- Measure the non-uniform laser profile in its post CBET state by designing and deploying a semi-open geometry that mimics the LEH and its CBET conditions.
- Use that platform to study laser and plasma methods of controlling CBET.
- Compare capsule–hohlraum performance of two notionally equivalent situations: utilize CBET, or use an equivalent beam balance without CBET.
- Develop a CBET kinetic saturation model.
- Mitigate SBS by plasma means, such as Au/B-lined hohlraums.
- Mitigate SBS by laser means, such as bandwidth or STUD pulses.

1.6 References

2.0 PANEL 2 — X-RAY TRANSPORT AND ABLATION PHYSICS

2.1 Introduction

This section considers how the x-ray drive generated in the hohlraum is transported and coupled to the ablator, generating the hydrodynamic drive that implodes the capsule. This coupling determines the implosion velocity, which must be sufficiently high to heat the deuterium-tritium (DT) “hotspot” to fusion temperatures as well as strongly compress the surrounding cold DT fuel. The coupling produces the multiple shocks that are launched into the capsule, adjusted in strength and timing to keep the fuel at the low entropy that is required to produce the necessary cold fuel areal density surrounding the hotspot. The issues described in this section concern what could be called the “1D” physics. In the ICF context, “1D” refers to the time-dependent radial profiles of density, pressure, temperature, velocity, etc., calculated for spherically symmetric implosions, since the capsule must remain close to spherically symmetric for most of its trajectory. The 1D dynamics are determined by the material properties such as equation of state (EOS) and opacity that are folded into the solution of the radiation-hydrodynamics equations together with the time- and frequency-dependent incident x-ray spectrum. Accurate 1D profiles are the essential starting point for modeling and interpreting experimental deviations from perfect symmetry that are thought to set the ultimate limits on performance of the capsule in the form of either long scale-length drive asymmetry or short scale-length instability. It is essential to understand whether the 1D physics is being modeled correctly before trying to understand higher dimensional effects such as mix of the cold fuel or ablator into the hotspot. Instability growth, in particular, depends on the details of acceleration history and density profiles. Enhanced “seeding” of instability or asymmetry can be tied to ablator and drive physics and is touched on in this section.

The primary issue related to the transport and coupling of the x-ray drive to the ablator is that the experimentally observed implosion velocities are lower than predicted by the baseline 1D simulations. The estimated remaining mass is close to being consistent with the measured implosion velocity, suggesting that the “rocket” model is performing nearly as expected, though the remaining mass is higher than predicted in baseline simulations. Either the radiation drive is lower than predicted, or the ablator is less efficient at absorbing and converting the energy to useful hydrodynamic work than expected. The path forward depends on resolving this issue. Of course both lower drive and inadequate knowledge of the ablator can be playing a role, as suggested by experimental indications that the drive is overestimated, as discussed below, and the surprisingly poor performance of Ge-doped vs. Si-doped ablators.

If the measured implosion velocity is consistent with the x-ray drive measured at the surface of the capsule, then there is ~200 kJ of energy unaccounted for, and the energy balance in the hohlraum has to be revisited, as discussed in Section 6.4.2. Here the need for integrating the many physical effects is emphasized, including laser energy deposition, thermal transport (including non-locality) and radiation transport, non-local thermodynamic equilibrium kinetics, magnetic fields, and the effects associated with laser plasma instabilities.

2.2 Status of the Physics

In indirect-drive inertial fusion, the capsule is imploded by the pressure of x-ray heated ablator material. The x-rays are predominantly absorbed in a narrow region, of order of the Planck x-ray mean free path at the edge of the cold ablator, and the heated material undergoes rapid outward hydrodynamic expansion. The boundary between hot and cold material, the ablation front, eats into the cold material much more slowly than the speed of sound in the x-ray heated material, launching a shock wave ahead of the ablation front and driving the remaining ablator and fuel inward. The capsule shell is essentially an x-ray driven rocket. The scaling of the ablation process is straightforward: balancing the incoming radiation power/unit area $\sim T_R^4$, where $T_R$ is the
radiation temperature, with the hydrodynamic power/unit area \( \sim P_{cs} \), where \( P \) is the pressure and \( c_s \) is the sound speed of the heated mass, gives a scaling \( P \sim \frac{T_R^4}{c_s} \sim T_R^{3.5} \). This simple scaling is approximately verified in simulations and experiments, but material properties can cause variations from the simple model. For instance, opacity of the ablator blowoff can reduce the net radiation flux reaching the ablation front by absorbing and re-emitting incident x-rays back into the hohlraum. The internal energy of the heated material represents energy unavailable to do hydrodynamic work, so the EOS of the hot ablator affects ablation pressure. The EOS of the cooler part of the ablator plays a critical role in shock wave propagation ahead of the ablation front.

The NIC point-design ablator [1] is composed of glow-discharge polymer, essentially slightly hydrogen-rich CH plastic, with embedded dopant layers of either silicon or germanium. The ionization energies of carbon K-shell electrons are many hundreds of eV, contributing significantly to the hot ablator internal energy until the carbon is fully stripped above electron temperatures of \( \sim 130 \) eV. Errors in ionization state can translate into errors in ablation pressure. As discussed in the sidebar, non-LTE effects [2] in the ablator due to the high radiative flux with \( T_e < T_R \) can lead to significant changes in the ionization state. Even LTE opacities and EOS, calculated with detailed quantum models, have significant uncertainty. Opacities of both the carbon and higher-Z dopants, calculated with codes such as OPAL [3] and VISTA [4], can have up to 20% uncertainties in the Planck or Rosseland means for the range of interest. The EOS models produced by codes such as the spherical ion Purgatorio code [5] or the simpler QEOS Thomas-Fermi-based model [6] have significant uncertainties. Better models of EOS, opacity and non-LTE effects represent scientific opportunities where improved understanding can impact progress toward ignition.

The primary issue is that the experimentally observed implosion velocities are lower than predicted by the baseline 1D simulations. The estimated remaining mass – though higher than predicted - is close to being consistent with the measured implosion velocity, suggesting that the “rocket” model is performing nearly as expected, i.e., for a rocket with exhaust speed, \( c_s \), we expect a shell velocity \( \sim c_s \ln(M_0/M_{\text{remain}}) \), where \( M_0 \) and \( M_{\text{remain}} \) are the initial and remaining shell mass.

Dante x-ray drive measurements appear to be reproduced by simulations based on the high flux model [7], as discussed earlier. However, there is a general concern that this agreement is due to canceling errors, such as an over predicted LEH closure balancing excess \( T_R^4 \), since Dante measures essentially the product of the open LEH area and the radiation power/unit area, \( T_R^4 \). Time-integrated soft x-ray images suggest that the LEH closure is less than that predicted by simulations. If this is the case, it would suggest that the x-ray flux seen by the ablator is not the same as that measured by Dante.

The observed implosion velocities and shock timing can be reproduced by performing simulations that modify the drive flux using temporally dependent flux multipliers, i.e., tuning the drive to match the measured trajectory and shock timing. These flux multipliers adjust the measured flux by more than 50% in various temporal windows, especially as the capsule approaches peak compression. It seems likely that the flux multipliers are masking some combination of errors in the EOS or opacity, or reflecting an actual drive reduction compared to simulations. To reproduce the observed velocity and shock timing, approximately 200 kJ of laser energy must be discarded. Where did it go? Even with this reduced drive, the measured neutron yields are 20-50% of those predicted, leading to a secondary question about whether the reduced neutron yield and associated low stagnation pressure are due to uncertainties in the ablator physics or to 2- or 3-dimensional effects.
an array of x-ray diodes with different filters, the interpretation of the data involves knowledge of the LEH area and the difference in the radiation flux shining out the LEH and that incident on the capsule. Both the LEH area and the radiation distribution within the hohlraum are typically obtained from code calculations. There are indications from time-integrated soft x-ray images that the LEH area, which decreases in time due to ablation of gold around the LEH opening, is being underestimated. Simulations with the drive lowered consistent with the greater LEH area have smaller drive discrepancies, i.e., the multipliers are closer to unity.

- The distribution of radiation within the hohlraum depends on the location of the reemitting surface, of order optical depth unity into the ablated hohlraum wall. But the wall undergoes significant hydrodynamic motion even with the tamping action of the fill gas and ablated capsule material. If the fill gas and ablated hohlraum wall material mix – an effect not usually resolved in calculations – capsule view factors could change. A related issue is the level of uncertainty in the distribution of laser beam energy and high-temperature emitting material.

- Ablation pressure is controlled by the EOS, opacity and non-LTE kinetics of the ablator material, and predictions have been found to be model-dependent. One ablator opacity model, the Detailed Configuration Accounting (DCA) model [2], gives rise to a double ablation front structure during the foot and second rise of the x-ray drive, i.e., the pressure vs radius has two peaks. This result evidently follows from a strong frequency dependence of the opacity caused by carbon K-shell physics, which leads in turn to separate loci for the absorption of different parts of the incident spectrum. Such a double-peaked structure, if real, could alter the shock history and capsule stability in ways that are difficult to predict. The opacity models interact with radiation transport models since the radiation must pass from the hohlraum wall through an extended atmosphere of flowing ablated material. In addition, the composite structure of the ablator, with multiple layers of different dopant concentration and density, stresses the EOS and opacity models, e.g., by leading to multiple shock reflections at interfaces.

- Preheat of the capsule by electrons and hard x-rays is a concern. The ablator must be doped with higher-Z material to optimize preheat protection against gold M-band emission between 2-4 keV. Preheating can both raise the entropy of the fuel, limiting the ability to compress it to the required ~ 500 GBar, and alter the ablator dynamics by, e.g., thickening the ablator in flight. This remains an important issue since successful ignition depends on knowledge and control of density profiles of both the fuel and ablator. The amounts and distribution of x-rays > 4 keV and hot electrons are less well known than the softer parts of the x-ray spectrum. Time-integrated hard x-ray measurements show that a significant population of hot electrons exists.

- The shell trajectory, thickness and inferred remaining mass are measured in the convergent ablator (ConA) experiments where a “sym cap” or capsule with the cryogenic fuel replaced by an equivalent mass of plastic is backlighted with multi-keV x-rays [8]. The remaining mass inferred from the experiments provides a check against the expected rocket efficiency as discussed above. Yet there are substantial error bars on the measurement, especially toward the end of the implosion where the shell thickens. Improvements in remaining mass measurements could more tightly constrain models.

- Shock timing is set in “keyhole” experiments that use a Velocity Interferometer System for Any Reflector (VISAR) to measure shock propagation in liquid deuterium through the 4th shock pulse. However the technique stops working as the 4th shock propagates through the target due to blanking from preheat and/or high shock temperatures. The pressure history later in time remains unknown, but could play a role in the observed low stagnation pressure by, for example, generating an additional shock that deposits energy in the capsule interior. The extra energy would cause the capsule to “bounce” at lower stagnation pressures.

The most important opportunity is to “break” the problem at the ablation surface by determining
whether the x-ray drive on the capsule is consistent with Dante measurements or with implosion velocity measurements. If the radiation drive at the capsule surface is consistent with the measured implosion velocities then the highest priority is to understand why the drive is less than predicted, and whether ablator physics plays a role in the deficit in neutron yield. If the drive agrees with Dante measurement, then the priority is to pursue the radiation-ablator coupling physics. Of course, it may not be possible to cleanly separate these two issues, but this “decision-tree” should indicate which issue is most important and the one to tackle first.

Table 1 shows the matrix that describes this path.

| (1) Is the measured x-ray drive consistent with observed implosion velocity? | Yes | No |
| (2) Can ablator physics contribute to low yields? | (3) What ablator physics is contributing to reduced coupling? |

### 2.4 Priority Research Directions

#### 2.4.1 Capsule X-ray Drive

It is of the highest priority to resolve the question of whether the observed implosion velocities are the result of missing energy of up to 200 kJ in the x-ray drive, or if energy is failing to couple efficiently to the ablator. At this point, this is primarily an experimental question, though its answer will drive, and in fact set priorities for improving theory and modeling.

The critical step in addressing this question is an experiment to obtain a direct measure of the relation between the x-ray flux at the capsule and the flux observed at the LEH of an ignition hohlraum. An example is the Viewfactor experiment, which can be fielded in the near-term, using existing NIC platforms and diagnostics.

The Viewfactor experiment employs a NIC-scale hohlraum with one end cut off, exposing the hohlraum interior and far LEH to views from Dante and x-ray imaging diagnostics (see Viewfactor Experiment sidebar). The hohlraum extends 2 mm past the midplane of the capsule, which is replaced by a thin plastic shell to reproduce the plasma environment of an ignition hohlraum. The hohlraum is at cryogenic temperature with He gas fill as in the NIC design, with thin plastic windows to confine the gas. The hohlraum is driven with a standard ignition pulse shape. From the LEH side, the drive includes the usual complement of 96 beams, while the open side includes only the 23 and 30 degree beams, a total of 32 that strike the hohlraum interior near the capsule equator. Simulations show that density and temperature profiles within the closed end of the Viewfactor target are very similar to an ignition target with about a 20-eV drop in radiation temperature at peak drive due to the larger open area.

The target is diagnosed with the Dante x-ray drive diagnostics that view the hohlraum from the 64 degree (top) and 37 degree (bottom) angles. By conducting two experiments rotated 180 degrees from each other, the Viewfactor platform will provide views at two different angles of both the hohlraum interior near the capsule and the LEH, allowing benchmarking of models that relate the LEH flux to the capsule flux.

The open geometry allows for effective imaging of time-dependent LEH closure viewed both internally and externally. Information from this measurement will shed light on the fidelity of simulations, and, in particular, help determine whether the current agreement between predicted and measured drive is fortuitous. Most information on the LEH closure at this point is from time integrated x-ray images, which is insufficient to pin down time-dependent flux.
Another valuable experiment would be a direct spectral measurement through a keyhole, a reentrant cone placed in the hohlraum wall that would provide a view of the opposing interior surface of the hohlraum. The experiments could be done with and without a capsule mounted on the keyhole. The design issue for these experiments is closure of the diagnostic line of sight due to x-ray ablation of the cone tip. Direct spectral measurements through the LEH on capsule or keyhole experiments would offer additional information and be easier to field.

The Viewfactor experiment employs a NIC-scale hohlraum with one end cut off, exposing the hohlraum interior and far LEH to views from Dante and x-ray imaging diagnostics. The hohlraum extends 2 mm past the midplane of the capsule, which is replaced by a thin plastic shell to reproduce the plasma environment of an ignition hohlraum. The hohlraum is at cryogenic temperature with He gas fill as in the NIC design, with thin plastic windows to confine the gas. The hohlraum is driven with a standard ignition pulse shape. From the LEH side, the drive includes the usual complement of 96 beams, while the open side includes only the 23 and 30 degree beams, a total of 32 that strike the hohlraum interior near the capsule equator. Simulations show that density and temperature profiles within the closed end of the Viewfactor target are very similar to an ignition target with about a 20 eV drop in radiation temperature at peak drive due to the larger open area.

The target is diagnosed with the Dante x-ray drive diagnostics that view the hohlraum from the 64 degree (top) and 37 degree (bottom) angles. By conducting two experiments, rotated 180 degrees from each other, the Viewfactor platform will provide views at two different angles of both the hohlraum interior near the capsule and the LEH, allowing benchmarking of models that relate the LEH flux to the capsule flux. The open geometry also allows for effective imaging of time-dependent LEH closure viewed both internally and externally.
It might also be possible to constrain models of the x-ray drive through a series of measurements at different locations along the hohlraum wall using mounted planar targets viewed with a VISAR, or with a shock breakout diagnostic or streaked optical pyrometer.

Once experiments have determined the x-ray drive at the capsule, the result determines the subsequent path. There are two possibilities:

- If the velocity measurements are consistent with the x-ray flux incident on the capsule, then the focus should be on understanding why the incident flux is less than predicted and inconsistent with the Dante measurements. An important question is: where did the “missing” 200 kJ go? Research directions addressing this question are detailed in the report of Panel 6, as PRD 2, Section 6.4.2. It also becomes a priority to investigate features of the ablator response that might effect neutron yield, as discussed in the next section.

- If the measurements show that the x-ray flux on the capsule is, in fact, consistent with the Dante measurements, then there is likely a problem with out understanding of the conversion of radiation to pressure at the ablation surface. For example, the detailed modeling of the atomic physics of carbon is difficult in this regime owing to the complex interaction between the radiation field and level populations. Ablator radiative coupling is discussed at PRD 3, below in Section 6.4.3.

### 2.4.2 Ablator Hydrodynamics

If the measured radiation drive at the capsule substantially explains the velocity, then the highest priority becomes understanding why the yield is still low, and whether ablation phenomena are playing a role. Relevant questions include whether there are ablator physics issues that could affect the 1D performance, whether the 1D profiles are sufficiently different than predicted in nominal simulations that strong higher-dimensional effects like Rayleigh-Taylor (RT) instability and mix are triggered, or whether small 3D effects exist that are not included in models but could be amplified by instability growth or spatial convergence.

Ablator issues that could affect the yield include:

- Additional shocks. The shock history is not measured at late times and, as noted above, one or more additional shocks could raise the entropy and early-time energy of the hotspot enough to prevent effective compression.
- Plasma density scale and ablation rates determine RT growth near the ablation front and may differ from models.
- Unstable density profiles. The Atwood number, related to the density jump at the ablator/ice interface or other interfaces, may be less favorable than predicted in nominal models, leading to enhanced RT growth and mix.
- 3D seeding of instabilities. Microstructure of the ablator may lead to perturbations in the flow once the shocks pass through the material, providing a larger seed for instability growth than the surface finish alone.
- 3D seeding of asymmetry and non-radial flow. The concern here is that drive asymmetries during the foot of the pulse and at intermediate mode numbers, i.e., due to beam imbalances, are difficult to measure and characterize. The variations in flux could cause significant angular variation in fuel adiabat, which is a sensitive function of the laser-foot intensity, as well as introduce small tilts in the capsule surface normal. A tilt of 2 degrees early in time is enough for a portion of the shell to effectively “miss” the geometric center once the main drive is applied. Energy accounting of the capsule at stagnation suggests that a significant fraction of the implosion energy is not effectively converted to internal energy (proportional to pressure times volume or \( PV \)), possibly due to misdirected mass, or equivalently, non-radial flow.

Experiments addressing these issues could include a variant of the Crystal ball, employing the doped ablator and improved resolution ConA experiments. Characterizing 3D effects due to microstructure or early-time asymmetry might be possible using variants of the keyhole and Crystal ball platforms that extend the angular view of VISAR that probes the interior.
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2.4.3 Ablator Radiative Coupling

If the measured radiation does not explain the low implosion velocity, the problem is likely to be the coupling of the radiation drive to the ablator. It would be useful, in this case, to directly measure the response of the capsule to the drive, including ablation rate measurements with “halfraums,” as was done on OMEGA [9], but using ignition-like drives at NIF. Opacity uncertainties in the ablator could be reduced by time-dependent spectroscopy of the capsule reemission, as well as dedicated OMEGA experiments to measure spectrally dependent ablator emission and absorption opacities.

A possible deficiency in our ability to predict radiation coupling is the treatment of non-LTE effects. For example, in the NIC point design, the ionization balance of the carbon in the ablator is difficult to calculate due to the non-LTE nature of its atomic kinetics. Experiment using the Crystal Ball, ConA, and shock-timing keyhole platforms, should be carried out with Be or other low-Z materials to normalize these effects in systems that are “easier” to ionize. Better non-LTE kinetics models would be helpful in understanding the results of these experiments.

The composite structure of the doped ablator package also presents modeling challenges. The propagation of shocks in multilayered samples

The Crystal ball experiment builds off the successful NIC keyhole geometry, inserted into a NIC hohlraum, used to study shock history in the ablator and fuel via VISAR viewing the interior of the target. In the Crystal ball, the liquid deuterium of the keyhole target is replaced with a fused silica hemisphere, which is expected to allow probing to higher shock pressures, perhaps through the peak of the drive, before blanking of the VISAR occurs due to M-band preheat or shock heating of the material. Two versions of the target are being pursued, both driven by a standard ignition pulse. The first uses an aluminum ablator, with a thin plastic overcoat to reproduce the NIC plasma environment. The aluminum serves as a “standard” for drive characterization and has been used successfully in the past on other NIF experiments. The second version uses the standard NIC glow-discharge-doped polymer ablator to allow characterization of the pressure drive at the ablator interior. The second version will help isolate the effect of the choice of the specific ablator material, which has uncertainties in EOS and opacity.

The Crystal Ball experiment is an example of the VISAR technique, which provides a precise velocity-time history that could reveal subtle 3D effects if there is sufficient angular coverage and resolution. Developing improved models of ablator EOS, opacity and non-LTE effects would also constitute an important component of this research direction.

Crystal Ball Experiment

The Crystal ball experiment builds off the successful NIC keyhole geometry, inserted into a NIC hohlraum, used to study shock history in the ablator and fuel via VISAR viewing the interior of the target. In the Crystal ball, the liquid deuterium of the keyhole target is replaced with a fused silica hemisphere, which is expected to allow probing to higher shock pressures, perhaps through the peak of the drive, before blanking of the VISAR occurs due to M-band preheat or shock heating of the material. Two versions of the target are being pursued, both driven by a standard ignition pulse. The first uses an aluminum ablator, with a thin plastic overcoat to reproduce the NIC plasma environment. The aluminum serves as a “standard” for drive characterization and has been used successfully in the past on other NIF experiments. The second version uses the standard NIC glow-discharge-doped polymer ablator to allow characterization of the pressure drive at the ablator interior. The second version will help isolate the effect of the choice of the specific ablator material, which has uncertainties in EOS and opacity.
Panel 2 – X-ray Transport and Ablation Physics

stresses the understanding the EOS, requiring accurate knowledge of release states as well as the Hugoniot. Planar experiments with composite layers could help sort this out. Furthermore, the opacity and EOS models currently used in simulations of the ablation process are not consistent with each other. For example, they generally use different average ionization states. This could be improved in the plasma regime, for instance, by using the EOS implicitly generated by an opacity code in the course of calculating the energy levels and populations. Release physics of the DT as well could be important in determining how energy is coupled to the hotspot.

Preheat by hot electrons or deep penetration by a non-Planckian radiation drive (e.g., M- or L-shell lines from hohlraum) could raise the fuel adiabat, thicken the ablator in-flight and induce asymmetries. Early indications from the Crystal Ball experiment suggest that substantial hard x-ray or hot electron preheat is penetrating the capsule. Time and spectrally dependent hard x-ray measurements are needed to help quantify hot electron production. Other experiments in keyhole geometry can detect preheat that penetrates the capsule using “calibrated” materials interior to the capsule that lose transparency to laser light at known volumetric energy absorption.

Non-LTE Effects

Non-local thermodynamic equilibrium (non-LTE) effects manifest themselves through changes in the atomic kinetics of the plasma. When collisions with thermal electrons are the dominant atomic processes responsible for atomic excitation and ionization (and de-excitation and recombination), the plasma is in LTE. Thus, as the density increases, plasmas approach LTE. Radiative processes driven by atomic processes in the plasma or by an intense radiation field with radiation temperature larger than the plasma temperature move the plasma away from LTE. In general, non-LTE effects become important for low densities, high radiation fields and/or large transition energies. In NIF plastic ablator plasmas, the differences between LTE and non-LTE in the absence of the radiation field are modest. However, when a radiation field with a temperature characteristic of a NIF hohlraum is included in the model calculation, the atomic kinetics of the carbon in the plastic ablator become non-LTE and the ionization increases substantially relative to the case without radiation field. Non-LTE effects impact opacity, which affects radiation transport, equation of state and thermal transport. Lack of consistency between the microscopic, atomic physics description of these phenomena is an issue that requires attention since it impacts implosion hydrodynamics. The figure for the average ionization state of carbon was produced by H. Scott from LLNL using the Cretin non-LTE atomic kinetics code. In the figure, $T_r$ is the radiation temperature.
Finally, thermal transport in the ablator also needs to be explored since some portions of the ablator expand into parts of the hohlraum directly heated by the laser, where the high electron temperature is high, and electron thermal conduction dominates over radiative transfer.

## 2.5 Conclusions

The highest priority for understanding why the implosion velocity is lower than predicted is to measure the x-ray radiation incident on the capsule. That will determine a path forward for understanding what accounts for the “missing energy.” The path toward understanding the x-ray drive as well as a better understanding of how the ablator behaves has been outlined above in the areas of capsule x-ray drive, ablator hydrodynamics, hohlraum energetics and ablator radiative coupling. A good understanding of what is referred to as “1D” physics of the ablator and fuel forms the underpinning for understanding ICF capsule ignition physics as a whole. In fact, it would be desirable to consider a simpler implosion system – perhaps employing ramp compression, or a single shock – to try to establish an easily understandable baseline from which to test our basic understanding. Subtle 3D effects such as ablator microstructure or early time drive asymmetry may play a role in seeding deviations from “1D.” The multi-dimensional physics of asymmetry, instability and mix that is thought to ultimately limit capsule performance cannot be well modeled or characterized without knowledge of both the “unperturbed” state and initial or early time conditions of the matter before these processes become dominant.

## 2.6 References


3.0 PANEL 3 — IMPLOSION HYDRODYNAMICS

3.1 Introduction

Using an ablation pressure of ~100 Mbars over a period of ~10 ns, the implosion hydrodynamics of an ICF capsule have always been a balance between obtaining high implosion velocities (> 370 km/s) necessary to create sufficient fuel densification ($\rho R > 1$ g/cm$^2$) and stagnation pressure (> 400 Gbars), while simultaneously attempting to avoid hydrodynamic instabilities and avoid raising the DT fuel entropy much -- either of which frustrates fuel densification and hotspot creation. Ideally, an ICF implosion should have yield within about 50% of 1D, but present evidence from NIC suggests that is not the case, and it is presently difficult to estimate the degree to which irradiation asymmetries or high-mode mix, respectively, are contributing to this behavior. If the NIC implosion can resolve any low-mode implosion hydrodynamics issues, there remains the significant challenge of achieving the needed convergence ratios in excess of $\geq 30$ without generating unacceptable mid- to high-mode instability growth. Indeed, for those NIC shots in which the implosion speed was pushed up above ~300 km/s and had less than 8% ablator mass remaining, hotspot ion temperature and yield both dropped significantly, with an increase in x-ray brightness, which is consistent with excessive perturbation growth due to hydrodynamic instabilities.

3.2 Status of the Physics

Presently, simulations can only approximately predict the ablation pressure history during the laser pulse even in a 1D average sense. Since code inadequacies were known before the NIC campaign began, several experimental platforms were developed to normalize the implosion as necessary. Data needed to normalize the implosion come from convergent ablator (ConA) trajectory experiments that measure ablator radius, $R(t)$, implosion velocity, $V_{imp}(t)$, and thickness, as well as experiments that measure velocity of a leading shock up to the time of coalescence of the fourth shock launched during the rise of the main drive to peak power. It appears that the ablation pressure of the implosion is currently over predicted by $\sim 1.5X$ during the 2$^{nd}$ pulse and the 4$^{th}$ rise acts as if delayed and reduced, with the peak radiation drive being over-predicted by $\sim 15\%$ in flux. This could be due to some combination of hohlraum physics affecting the x-ray drive incident on the capsule and/or the efficiency of the ablator of converting x-ray energy into ablation pressure through ionization. In addition to influencing the apparent efficiency of the implosion, the detailed temporal history of the ablation pressure or ablator response can affect the fuel adiabat ($\rho R$) and mix.

A performance cliff attributed to mix has been observed at an implosion velocity of $\sim 300$ km/s in several NIC implosions. Simulations in 2D have not been able to assess correctly the observed mix. Experimentally, the observed mix could be due to a combination of factors including less efficient rocket (more mass ablated at given velocity, hence more feed-through), more ablation front growth possibly due to unfavorable 1D pulse shaping, 3D effects that are not included in current 2D simulations, and enhanced growth in thin spots due to low mode asymmetry. Theoretically, it is possible that the simulation predictions of instability growth are too optimistic possibly due to (but not limited to) overestimating the smoothing effects of ablation-front stabilization or insufficiently representing the structure on and in the ablator and ice (coming from manufacture or from physics such as species separation effects).

Evidence from nuclear spectra from multiple lines of sight suggests significant $\rho R$ asymmetry in the assembled cold fuel (with the $\rho R$ at the pole of the capsule measured to be $\sim 2x$ that of the waist). This can reduce the efficiency with which implosion kinetic energy is converted to stagnation pressure, resulting in lower stagnation pressures, densities, and yields. For the inferred in-flight fuel adiabat $\sim 1.5\pm0.1$, the inferred hotspot density is $\sim 2x$ too low, and the fuel $\rho R$ is low by $\sim 20\%$. A number of factors could contribute to this including (but not limited to), mix, low mode asymmetry (hotspot volume) and
associated vortex flows \( (p_{3D} \sim p_{1D} - \frac{1}{\varepsilon} \rho v_{\text{non-radial}}^2) \), kinetic effects as well as a significant “5th shock”.

### 3.3 Opportunities for Progress

Uncertainties in laser propagation and x-ray conversion physics (Panel 1) and x-ray transport and ablation physics (Panel 2) compound uncertainties in implosion hydrodynamics (topic of this Panel) primarily through uncertainty in the drive pressure history as a function of solid angle and time, \( P(\theta, \phi, t) \), and preheating of the capsule. With a drive that is calibrated to mimic the capsule trajectory and shock timing observables, it is found that 2D simulations, with measured surface and ice roughness, still over-predict stagnation pressure (but not \( T_{\text{ion}} \)) by ~2x and yield by ~4x (with alpha-particle deposition turned off) to ~10x (with alpha-particle deposition turned on). By construction, these 2D simulations match the measured down-scatter ratio (DSR), which is proportional to \( \rho R \).

If drive-related asymmetries can be resolved and the desired time-dependent 1D ablation pressure is recovered, the problems of the implosion hydrodynamics reduce to managing instability and mix, while delivering the required hotspot formation (via ablation of the inner ~10% of the DT ice and set by thermal conductivity in implosion kinetic energy) and hotspot stagnation pressure, which is most strongly affected by implosion speed \( (p_{\text{stag}} \sim p_{\text{abl}}^{1/3} v_{\text{imp}}^3 / \alpha) \).

### 3.4 Priority Research Directions

#### 3.4.1 Investigation and Control of Ablation Front Instability

It is likely that the ablation front instability is presently under-predicted in simulations for a variety of reasons. Current code simulations indicate that many of the targets now being shot have more simulated ablation front growth than was expected for the NIC point design. More than expected ablation front growth results primarily from higher ablator opacity, which has been increased as a consequence of the higher than expected x-ray preheat. Also, there are strong indications from NIC data that the ablative instability is more unstable than originally expected. Due to the way the ignition capsule hotspot is formed, ablator material only needs to penetrate into the last 10% of the DT ice to show up in the hotspot.

The following research directions on this topic are recommended:

- **Face-on radiography Richtmyer-Meshkov (RM) and Rayleigh-Taylor (RT) experiments with a perturbed ablator and the full NIC drive pulse to compare against simulation predictions.** While many high energy density physics experiments have been performed previously for one or two shock RM instabilities at an interface, four shock (e.g., NIC-like pulse) studies of RM instability have not been performed. Testing the veracity of simulation predictions of the ablator after the passage of the fourth shock is key for correctly calculating the RT instability growth that subsequently follows. Validating simulation unstable growth predictions under multiple shocking is particularly prudent for the NIC capsule point design that presently has many interfaces within the ablator (the dopant layers). Since ICF target design trade-offs of doping levels, doping profile, and shell thickness are made based upon simulation predictions of unstable growth, it is clearly desirable for the predictions to be as correct as possible.

- **Design and shoot a series of implosions with varying picket peak to trough ratios to possibly find an implosion less sensitive to ablatve Rayleigh-Taylor instability and improved compression.** Unvalidated simulations of ICF capsule instability growth presently indicate that the ablation front instability growth factor at peak implosion velocity as a function of mode number can be significantly modified through control of the amplitude of the first picket in the drive pulse with negligible affects on adiabat. Similarly, simulations of ICF implosions with different drive trough immediately after the 1st picket show a reduction in growth factor vs. mode number at peak velocity (see Figure 3.1). These results suggest the existence of a potential knob to improve the instability performance of ICF capsules.
Figure 3.1: Altering the first picket in the drive (upper left) potentially shifts the extrema of the ablation from instability growth (upper right) without much impact on fuel adiabat. Increasing and shortening the foot level of the “trough” of the drive pulse (lower left) potentially reduces the instability growth for many mode numbers (lower right). Figures courtesy of the NIC target design team.

- **Thicken the DT ice layer (~ 20 μm) or thicken the ablator and ice together in order to move the hotspot forming inner ice region away from the ablator and delaying the time at which the central shock reflection re-enters the ablator.** Thickening the ablator may help to control penetration of material into the hotspot, but owing to the density difference between the DT ice and the ablator, thickening the ice has much less impact on implosion speed than does thickening the ablator. Altering the ice thickness requires no capsule fabrication changes and is a simple test of the depth of penetration of fingers of ablated material.

- **Perform planar ablator experiments with graded CH and alternate ablator materials and diagnose the ablation profile side-on and use VISAR on the face of the ablator to diagnose \( v(t) \).** Some of the unexpected ablation front instability growth in the NIC point design could be due to poor understanding of the material properties (e.g., equation of state, kinetic effects, etc.) under ICF conditions. Testing alternate ablator materials (in a planar geometry for simplicity and efficiency of target fabrication) would illuminate whether other
choices of ablator materials behave in a more predictable fashion.

- Test implosions with alternate ablator materials. Presently, beryllium and high-density carbon (HDC) ICF targets are “on-the-shelf,” and while they are not necessarily optimized ignition designs, testing them could quickly illuminate questions about hohlraum-ablator coupling and instability growth. In particular, is the observed behavior more-or-less what is expected from simulations? Some target fabrication research and development is required to field other alternate ablator capsules.

- Use scaled implosions (with less energy) to perform a more comprehensive study. Data is at a premium here and since laser glass damage effects are cumulative, more shots can be performed if targets can be designed to use less energy per shot.

3.4.2 Mix in Extreme High-Acceleration Implosions Driven by Multiple Strong Shocks

Experience with the simulations of implosions with large Atwood numbers and low remaining mass is that the simulations can produce results that look like “turbulence.” For well-designed implosions, simulations do not look turbulent even in 3D with mode numbers up to ~1000, about where ablative stabilization sets the minimum scale length. When simulations are adjusted to recover the measured 1D implosion hydrodynamics, the results do not look turbulent, but these same simulations still over-predict the measured neutron yields. While turbulence and mix are often associated, diffusion processes and successive folding flows, for example, can produce “mix” in the absence of turbulence. Furthermore, recent theoretical analysis shows that the statistical properties of accelerated mix should depart substantially from canonical turbulence. In particular, when compared to canonical turbulence, accelerated mix has a higher level of correlation, smaller fluctuation contributions, stronger dependence on initial conditions, and steeper spectra.

NIC data show indications of mix at smaller implosion speed than was anticipated by pre-NIC simulations. Clearly, the simulations are missing something. So far, it is not known if the observed mix is "independent" from initial conditions. Obviously capsules with different surface-finish but the same 1D implosion parameters would be the way to determine if mix is independent of initial conditions. On the calculation side, if 2D simulations with an enhanced thermal conduction (to mimic gas/ice atomic mix) successfully explain the data at hand (yield and \( T_{ioa} \)), then it is a strong argument for introducing a sub-grid scale model in the code. In fact, 2D simulations performed with DT thermal conduction multipliers show that a conductivity multiplier of 2.0 gets the \( T_{ioa} \) about right, but is still far from getting the right yield [1]. A thermal conductivity multiplier of ~ 10x appears necessary to explain the observed yield degradation, but this would drive the \( T_{ioa} \) too low. It is possible that excess numerical ablation at the ice–gas interface is a cause of underestimation of hotspot mix.

The panel recommends the following research directions on this topic:

- Perform implosions with increased adiabat of the main fuel to reduce the sensitivity of target performance on mix and obtain a scaling relationship for measured yield/simulated yield (YOC – “yield over clean”). Presently, the NIC point design has focused upon keeping the fuel adiabat as low as possible to obtain the maximum amount of convergence. Stiffer fuel implosions would converge less and likely suffer less from mix. Mapping out the scaling of Y.O.C. with adiabat may provide data useful for mapping out the cliffs associated with mix for the purpose of avoiding such cliffs in subsequent target design iterations.

- Test implosions with roughened ablaters and ice and observe the sensitivity to initial conditions. A systematic study in which key target interfaces are roughened would quickly help isolate from where the material responsible for the observed mix cliff originates, helping target amelioration efforts.

- Design and perform implosion experiments with separated reactants (e.g., CD ablator + pure T fill) with a measurement of reaction history if possible. If diagnostically measurable, a separated reactant experiment could quantify the
amount of ablator material that mixes into the hotspot of the implosion as a function of capsule and drive shape design.

- **Develop a large eddy simulation (LES) representation with a parameter free sub-grid model**, elaborating the analytical and numerical modeling needed to couple microscopic and macroscopic scales for instabilities and mix induced by strong shocks and strong accelerations.

### 3.4.3 Hotspot Formation and Fuel-Shape Physics

The final phase of the capsule implosion hydrodynamics culminates in the ablation of the innermost part of the DT fuel that creates the hotspot. The optimization that leads to successful hotspot formation is a balance between having enough implosion velocity and a tolerable amount of mix (~10s of ng). As the imploding shell of fuel decelerates, distortions in the hotspot/main fuel boundary shape grow. Reduced thermal conduction and mass ablation from the shell of fuel into the hotspot could lead to enhanced RT growth during deceleration and smaller stagnation pressures.

Obtaining more data on the hotspot and cold fuel condition are key to resolving issues with NIC capsule performance and model-data inconsistencies (see Figure 3.2).

The panel recommends the following research directions on this topic:

- **Design and, if justified, test implosions using a small-pore-size doped, wetted foam to enhance imaging of the hotspot and possibly improve the imaging of the cold fuel. Use spectroscopy to obtain direct measurement, through the dopant, of the hotspot density.** Presently, hotspot shape in the NIC implosion is only roughly inferred from emission measurements, while the cold fuel shape is not directly known. For the purpose of performing the required low-mode symmetry tuning and for code validation, obtaining accurate imaging of the hotspot and cold fuel shape are highly desirable.

- **Perform high-mode “direct” 3D simulation, with known initial conditions, of a practical number of NIC shots and also compare results from various codes using a simplified, but representative, 3D high-mode implosion test problem.** Since the observed stagnation pressures is only a factor of 2 above simulation, it is in the realm of possibility that fully 3D simulations with fully represented initial conditions may, without the need for additional physics, capture the observed degradation of pressure and yield. In particular, a 3D simulation that has no symmetry boundary or axis may have enough non-radial motion (at mesoscopic scales) at stagnation time to explain the stagnation pressure problem.

- **Improve the physical database conductivity tables and address more quantitatively the effects of magnetic field on electron conduction.** Inaccurately representing electron thermal conductivity can obviously impact the simulations ability to calculate the transfer of heat in an implosion and impact the formation of the hotspot plasma that originates from the inside layer of the DT ice.

### 3.5 Conclusions

To demonstrate gradually increasing performance of ICF targets on NIF will require improvements in many aspects of the implosion hydrodynamics that can be carried into the next stage of hotspot formation and stagnation. The exact steps needed to be taken will depend upon what is found from the experiments and studies outlined above. The elements described above hold the highest leverage on improving the implosion hydrodynamics of ICF targets on NIF.

### 3.6 References
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Figure 3.2: A 2D mode 100 ARES simulation of an ICF implosion with realistic surface roughness shows the expected late-time implosion morphology and hotspot. Prior to self-heating from alpha-particle deposition, mechanical $pdV$ work produces heating that spreads radially outward into the DT fuel via electron conduction (assuming conduction and radiation losses don’t dominate). This ablated fuel forms the hotspot and is many times the mass of the DT gas that occupies the volume at the center of the capsule.

The Difference between 2D and 3D Calculations and Physics

Simulation of ICF implosions need integrated modeling using complex multi-physics codes. The physics operates over scales from the hohlraum size to the hot-spot radius. With present capability of computing, to achieve useful time-to-solution of the modeling, assumptions are generally made that the physics can be approximated with azimuthal (along the hohlraum axis) symmetry in two-dimensions (2D).

However, the physics of hydrodynamic motion are very different in 2D and 3D. An example is shown from astrophysics where there are significant differences in flow morphology and velocity amplitude in simulations of stellar burning, although the size of the mixed region was similar in both 2D and 3D. An active area of future research will be to appropriately link more realistic 3D hydrodynamic simulations to the integrated modeling and better calculate effects of instability and mix.
4.0 PANEL 4 — STAGNATION PROPERTIES AND BURN

4.1 Introduction

To achieve hotspot ignition of an inertial confinement fusion (ICF) implosion, it is necessary to maintain the deuterium-tritium (DT) fuel on a low adiabat during the implosion and to ensure that the shell kinetic energy is efficiently converted to hotspot thermal energy upon stagnation. Analysis of the cryogenically layered capsule implosions performed to date on NIF indicate, first and foremost, that the stagnation pressure of the hotspot and cold fuel are significantly lower than predicted, even when the models are tuned to reproduce shock timing and implosion velocity measurements. An understanding of the physical basis of this pressure deficit is essential to achieving ignition.

4.2 Status of the Physics

4.2.1 Underlying processes and properties

Insight into the underlying physics of fuel assembly can be gained by studying a zero-dimensional (0D) physics model, in which an incompressible, infinitely thin fuel shell compresses a small mass of DT gas at a given initial pressure. In this model, it can be shown that stagnation pressure is inversely related only to the density of the DT gas present upon stagnation. The DT gas pressure is in turn controlled by the initial configuration of the capsule, the DT equation-of-state, the 1D pressure profile of the shell as determined by shock timing and capsule dynamics, and by 3D effects, discussed further below.

Shock mistiming or the presence of extra shocks can affect the stagnation pressure by introducing additional DT mass from the solid fuel layer early in the implosion. Shock timing is achieved empirically using a surrogate liquid D2 target that may give rise to surrogacy errors. In particular, this technique does not account for the shock release at the DT ice surface. Correct shock timing also relies on correct modeling of the shock propagation and density profile of the CH ablator and DT fuel to set the experimental requirements. There is a possibility that kinetic effects, especially during the final strong shock leading to formation of the hotspot, can modify shock propagation compared to hydrocode predictions. The density profile largely depends on the accuracy of the equation of state for both DT and the ablator materials and may be further impacted by uncertainty in the ablator dopant opacity and preheat. In addition, if there is a period during the implosion when the shell “coasts,” the DT fuel may decompress, raising the stagnation adiabat and the minimum kinetic energy required for ignition.

Stagnation pressure may also be sensitive to low-mode $\rho R$ asymmetries in the cryogenic fuel. Possible sources for asymmetries include laser-power imbalance, intrinsic hohlraum flux asymmetry on the capsule surface, geometrical asymmetries introduced by the capsule mounting (e.g., the tent that holds the capsule, fill tube, slight offsets in the capsule location relative to the hohlraum), imperfections in the capsule fabrication and possible asymmetries of the ice layer due to thermal gradients. Asymmetries may lower the efficiency with which kinetic energy is converted to thermal energy, resulting in a lower hotspot pressure at stagnation.

Finally, higher mode instabilities or discrete perturbations, such as the fill tube or ablator surface features, may cause injection of ablation shell material into the fuel. Some 3D calculations indicate that large growth of hydrodynamic instabilities can result in jets, which divide the assembled hotspot.

4.2.2 Status of theory and modeling

While some progress has been made in developing 3D models of capsule implosions, much of the physics basis behind the NIF was developed using 1D and 2D radiation-hydro codes (e.g., LASNEX). These codes are intrinsically limited in their ability to model the development of the asymmetric 3D implosion structures and the myriad of possible sources for these structures. This dimensional restriction is manifested most significantly in the treatment of mix. Even though direct Numerical Simulations (DNS) of mix in 3D space and time are computationally intensive, 3D simulations are essential to correctly model its
The equation of state (EOS) data used by these codes is also based on theory, with no direct experimental validation at the high pressures achieved in ignition experiments. The EOS of the CH ablator has already been modified in response to ignition experiments, leading to improvements in understanding shock timing; there is likely to be similar room for improvement in the EOS of the DT fuel. The DT exists in the moderately to strongly coupled plasma regime where accurate evaluation of plasma models and material properties is difficult.

Bremsstrahlung losses or reabsorption in the high-density shell might also be more poorly understood than existing models indicate. In addition to unexpected dense fuel layer effects, the boundary between the hot core and fuel layer might contribute to enhanced thermal flow from the compressed core through non-local effects, magnetic fields, and turbulence. Separation of these effects will undoubtedly be difficult but it will allow a more quantitative understanding of energy balance between the core and fuel layer.

4.2.3 Impact of experimental results

Several important observations and key inferences have been made from recent cryogenic layered capsule-implosion experiments. First, a pressure at stagnation up to 150 Gbar has been inferred from a variety of observations, interpreted using a static, uniform pressure (isobaric) model for the stagnating plasma [1]. While this is a significant achievement, this pressure is still significantly lower than the point design of ~300 Gbar that is needed to initiate the burn (i.e., significant alpha particle heating). Secondly, from trends in observed neutron yields and x-ray yields (low neutron yield, but higher x-ray yield), there is strong evidence for mixing of ablator material into the hotspot for certain shots, further reducing the yield significantly. Thirdly, although the observed average fuel pR is about 85% of the point design, neutron-spectrometry data clearly indicate 10-20% low-mode pR asymmetries that are generally repeated from shot to shot when hotspot mix is low. At higher levels of hotspot mix, these asymmetries are significantly smaller. The data also seems to suggest systematic pole-to-equator pR asymmetry (the pR up to 50% higher on the poles).

The x-ray and neutron imaging data suggest that the burning material in the hot core could be separated from the denser fuel layer by an intermediate “warm” layer. An intermediate region of “warm” moderate density material between the hot and tenuous hotspot and cold dense fuel at stagnation would contribute to lower stagnation pressure and would cause alpha deposition and x-ray absorption to occur over a larger volume, decreasing the ablation pressure from this region. Such regions are expected from heat flow with 3D features, or convection, but another explanation is that the current understanding of heat transport from hot to colder dense regions might be inadequate.

4.3 Opportunities for Progress

4.3.1 What are the most important uncertainties and why?

In this section, the uncertainties are discussed in order of importance. First, the most important uncertainty is the impact of large- and small-scale instabilities on the capsule implosion. As noted in 4.2.2, some of the large-scale perturbations can be 3D in nature and would have to be modeled all the way to stagnation to understand their impact. This is computationally challenging, and the impact of large-scale, 3D perturbations is therefore potentially poorly understood. On the other end of the spectrum, there can be significant growth of small-scale instabilities resulting in 3D perturbations. These perturbations can potentially create turbulent flow on scales too small to be realistically captured by hydro simulations. Capsule radiography data illustrating these limits are shown in the sidebars. The potential impact of these instabilities on the implosions is high, and some effects include the loss of implosion kinetic energy into small-scale turbulence, anomalous thermal transport of energy between the shell and the fuel, asymmetry in the assembly of the fuel, and more. Experimental progress in this area is hampered somewhat today by the lack of adequate 2D imaging radiography and experiments dedicated to these issues. Section 4.4.1 further
elucidates these issues and makes an attempt to address them.

Second, the uncertainties associated with the shocks used to couple energy to the shell, and eventually to the DT gas, are also important. If too much energy is transferred to the DT gas, its adiabat will rise and the energy coupled to the stagnated fuel will not be sufficient to reach ignition. The laser pulse profiles creating the shocks are designed using modeling and feedback from liquid surrogate target experiments. This modeling could be wrong if the initial conditions are not as expected. For example, variations in the DT layer composition would change the speed of shocks through this layer. Also, the impact of material released from the inside surface of the ice layer is not assessed. These variations are not present by definition in the surrogate experiments, which do not use an ice layer. Other uncertainties in the modeling of the shocks can affect the shock timing, especially near stagnation as the combined shock begins to strengthen through convergence. Hydro codes are used to model the shocks that fundamentally do not include kinetic effects that may be present, such as non-local ion transport at the shock front, barometric diffusion, and non-Maxwellian particle distributions. Section 4.4.2 discusses these issues in more detail and how to potentially address them.

Third, uncertainties in the EOS of the DT fuel at high density, especially due to moderate coupling effects, could significantly alter late time compression of the main fuel as it begins to stagnate and reach high density. Feedback on hotspot formation will then change the configuration of the hotspot and main fuel under pressure equilibrium. This is a potentially significant uncertainty, considered further in Section 4.4.2.

Fourth, the conditions of the shell and DT gas prior to or at the start of the implosion need to be investigated carefully, as discussed in Section 4.4.3. If the DT gas density and/or temperature are different than expected, then the modeling of the implosion is fundamentally flawed. These conditions are sensitive to the vapor pressure and condensation rate of the central DT gas that is cooled 1.5 Kelvin below the triple point, in the final 30 seconds before the shot. The cooling is expected to reduce the central gas density a factor of 2, from the value at the triple point. There is also the possibility that radial variations in the DT composition due to fractionation during the manufacture of the ice layer are arising, though this is not thought today to be a significant issue.

Another effect that could have an impact on the stagnation pressure is the incomplete elimination of the “coasting” phase (resulting from lack of understanding of hohlraum energetics and ablation dynamics), which can result in decompression of the main fuel piston prior to stagnation. To address this potential problem, the duration of peak laser power was extended until the shell begins its deceleration, but it is possible that some residual effect remains. However, it is believed that any residual effects are insignificant since the shell is at low radius and high velocity when the drive is turned off. Even allowing for a rapid fall in drive temperature, it is argued that the rarefaction from the rear surface has insufficient time to communicate with the hotspot before bang time.

During the implosion, preheating of the capsule by electrons and x-rays produced by the laser spots is also a concern. For example, the NIC has measured a significant number of high-energy electrons (E>170 keV). The fuel preheat from these electrons is thought to be acceptable, but there may be significant additional heating from lower-energy electrons and non-thermal x-rays that can preheat the capsule ablator, modifying the density profile of both the ablator and the shell, and again changing the modeling predictions for the shock behavior and symmetry of the drive pressure in these plasmas.

4.4 Priority Research Directions

4.4.1 The origin and 3D structure of \( \rho R \) asymmetries

Introduction

Low-mode \( \rho R \) asymmetries, which are generally observed in cryogenic layered implosions, reduce the pressure at stagnation and the kinetic energy available to compress the fuel, which can be fatal to ignition. Indeed, the isobaric pressure model suggests that some of the available
kinetic energy is not being coupled to the hotspot. The highest priority research direction is thus to explore how 3D asymmetries arise, evolve, and impact stagnation.

Near-term improvements and approaches

In recent years, the increasing availability of 3D simulation tools (e.g., HYDRA) has made it possible to better assess 3D effects computationally. These capabilities make it possible to simulate a broad range of perturbation scenarios to quantify the impact of 3D effects on critical processes and observables. Without necessarily resolving the detailed physical origin of how these instabilities might arise, we can use simulations to explore the magnitude of the perturbations required to have a measureable impact on experimental observables. For example:

- What is the impact on implosion performance of a few regions in the shell with very low ρR?
- Can 3D effects invalidate the use of the isobaric pressure model to infer stagnation pressure?
- What level and morphology of perturbation is required to mix a significant mass of cold fuel or ablator material into the hotspot?

The goal of such simulations would be to broadly explore the types of physical processes that could be contributing to the observations and assess whether they are likely explanations. Validation experiments would be required to test the trends predicted by 3D modeling. Some example 3D simulations illustrating this approach are shown in the sidebars on 3D effects on stagnation.

There are multiple potential sources for the low-mode ρR asymmetries, such as beam imbalance, hohlraum diagnostic windows, tents, and fill tubes. In the near term, the plan is to experimentally and quantitatively assess these effects using the keyhole VISAR diagnostic that will be upgraded from its current dual point (waist and pole) to a line-imaging capability (in either polar or azimuthal directions). This would in particular allow the ability to assess capsule drive, adiabat variation versus polar and azimuthal angle, and combined with x-ray radiography to assess how drive asymmetries affect the growth of low-mode ρR asymmetries during acceleration. In addition, these data could be complimented by improvement of the reemit ball technique to assess time-dependent drive uniformities in the foot of the laser pulse and by the examination of the emission uniformity for the modes up to 10. These data would test some of the key modeling uncertainties associated with the 3D symmetry of the drive and of the first shock adiabat at a period when the control of the laser “quad-to-quad” power is most difficult. These data, coupled with the imaging VISAR response of the capsule, would also allow us to assess the impact and mitigation strategies for 3D hohlraum features using hydro models.

The use of the 2D ConA radiography platform planned for the summer of 2012 would allow us to measure RT growth factors of low mode drive and shock timing asymmetries to study resulting ρR asymmetries during the period of high acceleration, examine the implosion symmetry in flight, and explore the presence on non-radial mass flow.

There are also non-cryogenic experiments that could explore the origin and 3D structure of ρR asymmetries. For example, using radiography to explore the growth of fill-tube-induced perturbations in an ablator during the early part of an implosion [2]. Such experiments would provide critical data and constraints for understanding how the fill tube can mix ablator material into the fuel. Implosion experiments with pre-seeded low-mode and or high-mode perturbations in the ablator, diagnosed by radiography, would likewise provide key data on instability growth in the imploding shell for validation of the physics models. Such experiments may need to artificially enhance the perturbation amplitudes above that expected in standard implosions to make the ρR variations visible to radiography.

New capabilities needed

The current diagnostics suite on the NIF includes a number of high-quality diagnostics that provide a relatively comprehensive look at the plasma conditions and from which the stagnation pressure is inferred. The selection of diagnostics for the NIC was largely chosen to enable the tuning of “known unknowns” and to diagnose
neutron-producing shots. The largest opportunities for building on this diagnostic suite that could help significantly with stagnation and burn experiments targeted at understanding sources of ρR asymmetry and its impacts are in the areas of two-dimensional x-ray radiography, x-ray spectroscopy, and time-resolved neutron spectrometry.

X-ray radiography is a powerful tool for diagnosing ρR asymmetries. This technique has been used at numerous high energy density facilities worldwide and would be a significant enabling capability for the NIF. A sample simulated radiograph is shown in the sidebar, part 2, which illustrates the potential for radiography to provide detailed information about wavelengths and amplitudes of ρR asymmetries in an experiment.

### 3D Effects on Stagnation, Part 1

As the capsules are hydrodynamically unstable during the implosion, 3D ρR and drive asymmetries are expected to develop and grow during the implosion and are generally observed in cryogenic layered implosions, which may reduce the pressure at stagnation and the kinetic energy available to compress the fuel.

These are sample images from a 3D simulation of a cryogenic capsule implosion during the deceleration phase. The simulation was initiated with total of 13000 bubbles mapped onto the surface according to five levels of geodesic contours. Each bubble was given a random amplitude and orientation. Because each bubble converges to a different point, there is no axis of symmetry and the fuel momentum is never completely extinguished. In addition, a large amplitude single-sided push is applied from the right consistent with a capsule offset. Both the large-scale and intermediate-scale perturbations contribute to mix of cold fuel with the hot spot, which quenches the yield. The two images on the left show a surface contour of the outside of the fuel at a density of 10 g/cm³. The density slices on the right illustrate the non-uniformity, which can arise in the dense fuel layer. Figures are courtesy of J. Chittenden, Imperial College.
While it may not be possible to take useful radiographs under all scenarios due to ρR constraints and/or intense backgrounds, it should be possible to design experiments specifically aimed at understanding key physics with radiography as the primary diagnostic.

Obtaining sufficiently high photon energy to provide radiographic imaging of the dense fuel layer at stagnation with sufficient resolution to reveal the detailed structure requires the development of new capabilities on the NIF, such as the Advanced Radiography Capability (ARC). Whether asymmetry in the final phases is dominated by instability growth or by global asymmetries can, however, be established using in-flight radiography of the capsule with lower photon energies and spatial resolution requirements accessible using the existing facility. Such data would be invaluable in constraining theoretical models and helping to identify the dominant source of asymmetry.

The second approach is x-ray spectroscopy. High-Z x-rays, such as Kr K-shell radiation, can be excellent surrogates for neutrons because the photon production rate scales with the square of the density in much the same way as the neutron production rate. Moreover, the detailed structure of the x-ray emission from various plasmas can change dramatically as the conditions change, which makes a spectrally resolving measurement a powerful tool for diagnosing the plasma conditions. This is illustrated in a paper by Hansen [5], which compares spectra produced by two different plasmas that otherwise produce identical neutron yields. While some of the plasma parameters can be measured with existing nuclear diagnostics on NIF, complementary x-ray spectroscopy can be used for controlled experiments isolating portions of the implosion and thus increasing the capability of the NIF. For example, the ablator is frequently doped with materials to vary its x-ray absorption efficiency, but those same materials can serve as
spectroscopic tracers for how much ablator mass is mixing into the fuel, as has been done already on NIF [6]. Similarly, one can add Kr or Ar gas tracers to gas-filled capsule implosions (or Br to foam surrogate targets) to provide information about the behavior of the fuel. Tracer spectroscopy can both constrain current models for inferring the stagnation pressure and also provide information on the relative contributions of different portions of the capsule to $\rho R$ asymmetries and related effects such as fuel mixing.

The third diagnostic capability is time-resolved, high-resolution neutron spectrometry for detailed measurements of the neutron spectrum. This is the next generation neutron spectrometry that has the potential to probe the time evolution of $T_e$, fuel $\rho R$ and kinetic effects during burn, in addition to burn history and bang time. Having time-revolved information about these implosion parameters will be essential for better addressing issues with the assembly of the hotspot and main fuel and thus greatly improve understanding in this area. The technique is based on an extension of the Magnetic Recoil Spectrometry (MRS) technique, successfully used on both OMEGA and the NIF, which utilizes a combination of a magnetic field and a streak camera to break the dispersion issue and measure the neutron spectrum with a time resolution of about 20 ps. It is anticipated that this type of system should work for neutron yields above $\sim 5 \times 10^{14}$.

In addition to these new diagnostic techniques, more conventional neutron-Time-of-Flight (nTOF) neutron spectrometers fielded on the poles are required to better diagnose the pole-to-equator $\rho R$ asymmetry often observed in cryogenically layered implosions.

**Long-term goals and outlook**

It is very probable that 3D effects on stagnation are affecting current attempts to achieve ignition. But this area of research and associated diagnostic development has considerable value independent of whether ignition is achieved in the near term. Progress in optimizing ignition platforms requires understanding the relative importance of various sources of asymmetry and mix and how these contributions are related to capsule design. Since many of the potential sources of asymmetry are fully 3D in nature, the long-term goal should be to develop an experimental database that can be used to validate and improve modeling capabilities as they mature, particularly since robust 3D computing is still in its infancy. While there have been excellent experiments done on smaller-scale facilities for precisely this purpose, the reality is that the modeling codes contain adjustable parameters tuned to those experiments (e.g., flux limiters), and it is not known whether those parameters have the same values at the conditions found at NIF.

A multi-year plan of experiments and diagnostic implementation should be developed in support of this research direction. Time should be allocated to this effort each year and maintained on the schedule regardless of progress toward ignition. The ordering of experiments will depend on the ability to bring the corresponding capabilities to bear. Early experiments should focus on relatively easily measured sources of yield degradation, such as understanding the effect of the fill tube (low-mode asymmetry) or the impact of increasing levels of gas dopants in gas-filled capsule (mix). As high-resolution radiography diagnostics become available, experiments looking at high-mode instability growth and asymmetry will become possible. Concurrently, 3D modeling efforts should be pushed to assess the relative importance of the various possible sources of $\rho R$ asymmetry. These should be a combination of coarsely- and finely-resolved simulations to get a handle on the issues.

**4.4.2 In-flight characteristics of the DT fuel**

**Introduction**

The configuration of the hotspot and surrounding cold fuel at stagnation is sensitive to the in-flight density profile of the high-density DT shell. Achieving ignition depends on compressing the fuel by a factor of 30, on a low adiabat at high density, while maintaining a sharp boundary between the cold fuel and the hot gas. If fuel is prematurely introduced into the nascent hotspot, the stagnation pressure is reduced. Preheat, EOS uncertainties, coasting, and additional shocks are
effects that can contribute to a less than optimal fuel configuration.

Near-term improvements and approaches to theory and modeling

Near-term improvements to modeling can help by assessing the sensitivity of radiation-hydro simulations to unquantified physics, exploring kinetic effects absent from the standard fluid modeling approaches, or improving the analysis of observations.

Simulations to assess sensitivities are useful where the cause of any performance discrepancy has not yet been identified or where it is difficult to directly quantify aspects of the implosion performance. Given that it takes time to develop and commission additional experimental platforms, sensitivity studies represent a near-term measure to assess the likely importance of hypotheses. For example, simulations could be performed to study the impact of different preheat levels (from both hot electron and non-thermal x-ray sources) on the calculated shell density profile and subsequent fuel assembly. Sensitivity to preheat levels may have consequences for shock timing requirements.

While it may be pragmatic to adjust the simulations (for example, by tuning the DT EOS) to match observed stagnation conditions, there is no substitute for better physics models based on improved theory or models informed by direct measurements. For long-term fidelity of the simulations, it is imperative to improve the EOS models for both the DT and ablator, as well as radiative and transport models that affect ablation pressure, as these are fundamental to the fidelity of the design tools. Improved material EOS and radiative models for both DT and ablator materials informed by direct measurements and better theory should be pursued. Meanwhile, tuning the simulations to bring them in line with observed stagnation properties could highlight the sensitivity of the simulations to uncertainties in the materials properties, and lead to modified code predictions that could change the required shock timing for ignition. If timing requirements were found to be significantly different, this study could be used as a basis for performing an empirical scan of shock timing.

Kinetic modeling of convergent shock propagation through the capsule would allow the effect of additional physics not present in the hydrocodes to be assessed. In particular, the extent and impact of non-local ion transport on the shock propagation and on the conversion of kinetic to thermal energy at the center of convergence must be investigated, as the longer range energetic ions could cause the shock front to be spatially smeared. Self-generated electric fields at the shock front may also produce ion species fractionation through barodiffusion, although a full assessment of this would require appropriate collision models to correctly capture relaxation of the ion species ratio behind the shock. In addition, the development of non-Maxwellian distributions within the shock front could occur through reduced rates of electron-ion relaxation at the high-energy tail of the distribution.

These same kinetic effects may also play a role in the formation of the hotspot, with its return shock, and the subsequent transport of ions and reaction products out of the hotspot. This is important as escape of energetic ions from the hotspot was also suggested as a mechanism by which the DT fusion reactivity could be significantly reduced, since the reactivity is dominated by the tail of the ion distribution in current NIC experiments. Kinetic simulations could be used to study the balance between ion loss and ion-ion relaxation.

Experimental studies on the NIF and OMEGA can systematically study the effects of varying the duration of the 4th pulse on coasting. Simulations do not predict the extent of coasting observed experimentally. In part, this is due to the lower hohlraum-capsule coupling efficiency. While progress has been made in eliminating coasting by extending the 4th pulse, a more detailed study should be used to parameterize the effect and help understand its origin. It would be useful as well to further extend the 4th pulse to confirm empirically that any residual coasting has been suppressed. An empirical study of stagnation conditions as a function of the launch time of the 4th shock should also be undertaken. Comparing trends in the data with those expected from simulations would highlight any disagreement and would help guide corrections and the identification of missing physics. For example, the empirical trend would
establish whether hotspot conditions could be improved by optimization. A platform to perform DT-layered keyhole shock timing experiments should be established to measure the impact of inner surface release, which does not occur in the existing surrogate liquid-Deuterium keyhole target. Other improvements that could be pursued include spectrally resolved preheat characterization via improved resolution of non-thermal x-rays and measurements of hot electrons at E<170 keV and studies of the scaling of hotspot pressure with implosion velocity. Theory predicts that P~v^3. Any deviation from this trend may be indicative of additional physics effects.

New capabilities needed

New capabilities are required to support the suggested modeling and experiments. The current diagnostics suite on the NIF does not include a DT-layered keyhole platform, which is required for performing shock timing experiments that will address questions about the release from the DT inner surface. A modified version of the target, which includes DT ice on the surface of a round-ended re-entrant cone could be used to study the stagnation shock as the imploding ice layer impacts on the central ice.

Improved x-ray preheat characterization would require a spectrometer mounted to view the hohlraum wall. The Dante diagnostic currently in use has insufficient channels in the relevant x-ray region (~2keV) of the spectrum to adequately constrain the non-thermal drive. To measure hot electron flux at lower energies than currently possible will require a new diagnostic platform.

Kinetic modeling of effects such as ion species separation by barodiffusion, the impact of non-local ion transport on shock stagnation and electron-ion relaxation will require appropriate collision models for kinetic codes, valid at the high densities encountered during stagnation. This may be beyond the current state of the art.

Long-term goals and outlook

For long-term fidelity of the simulations, it is imperative to improve the EOS, radiative, and transport models, including possible kinetic effects, that determine ablation pressure, as these are fundamental to the fidelity of the design tools. Issues such as “coasting” or the development of a deleterious 5th shock are ultimately tied to the accuracy of our EOS and radiative models, as these govern how the radiation is produced, how it is transported, and how the ablator and DT respond to it. Improved theory and models for the EOS and radiative properties of the hohlraum, DT, and ablator, validated by direct experiments, should be pursued to improve the long-term fidelity of simulations.

4.4.3 Probing energy balance at stagnation

Introduction

The simplicity of the consequences drawn from the picture described in Section 4.2.1 lead to equally straightforward suggestions for progress based on experiments and simulation or simulation of the expected properties of the implosion conditions at stagnation [7]. These directions fall into three broad categories: an assessment of early material release into the hot core, an investigation of unconventional heat transport, and unanticipated high-density opacity effects.

Near-term improvements and approaches

Pertaining to the first category, experiments to directly measure fuel-ablator mix at early times well before the implosion has undergone significant acceleration should be designed and fielded, examining both early shock release and unexpectedly large hydrodynamic instabilities. These experiments need to be supported by appropriate analytical models and more fully developed 3D simulations (discussed in Sec. 4.2.2), which will directly assess the effects of surface perturbations seeded by the measured roughness spectrum. It is anticipated that the relevant experiments should be designed to be much more limited in scope than a full capsule implosion, so that different effects can be more readily diagnosed and simulated. It is also expected that existing nuclear and x-ray techniques, or extensions of these techniques, will be used to diagnose mix and stagnation pressure. The expected experimental deliverable will be a quantitative estimate of any cold material released prior to stagnation into the eventual hot core.
For the second category, experiments are needed to provide a more detailed understanding of the heat transport from the hot core to colder, dense regions at stagnation. Both NIF and OMEGA experiments, which might require cryogenic layered capsules, should be fielded to examine this potential issue. The main thrust of the proposed experiments will be the development of diagnostics that could directly measure the spatial profiles of the plasma conditions in the hot core and dense fuel. Both x-ray emission and charged particle nuclear tracers should be used by varying the tracer implantation depth to probe different density and temperature conditions. Dedicated simulations supporting these experiments should also provide some insights into the magnitude of the transport mechanism. In particular, different simulation platforms already exist that should be exercised to evaluate non-local effects, magnetic field strength, and turbulent flow (Tipton, CALE). The expected deliverable will be an accurate transport model valid under stagnation conditions.

Finally, the energy balance in the stagnated assembly should be directly addressed. The mechanical (PV), thermal (kT), and kinetic (MV^2) contributions at stagnation must balance the experimentally determined maximum kinetic energy available to the remaining ablator and fuel, accounting for radiative loss and alpha heating. Critical to this accounting is an understanding of energy lost to radiation. Thus, experiments designed to quantify the opacity of the dense fuel and ablator material are necessary. If the conventional treatment of radiation transport is correct in this density regime, then any energy deficit must arise from 3D asymmetric implosion effects. This determination would have an immediate, profound impact upon future experiments, since experimental effort would be refocused to eliminate these effects.

4.5 Conclusions

Analysis of the cryogenically layered capsule implosions performed to date indicate, first and foremost, that even when implosion modeling is tuned to reproduce shock timing and implosion-velocity measurements, the observed stagnation pressure of the hotspot and cold fuel are significantly lower than predicted. Since an understanding of the underlying physics of this pressure deficit is essential to achieving ignition, this chapter discusses the issues with the models used to infer the stagnation properties and outlined priority research directions that should shed some light on this issue. The high priority research directions are:

1. The origin and 3D structure of $\rho R$ asymmetries.
2. In-flight characteristics of the DT fuel.
3. Probing energy balance at stagnation.

4.6 References

5.0 PANEL 5 — HED PROPERTIES AND PROCESSES

5.1 Introduction

Optimizing implosions for igniting and propagating thermonuclear burn at the NIF requires understanding HED states over an unprecedented range of conditions. To date, none of the physical models integral to ignition simulations are benchmarked against data over most of the ignition implosion regime. In this report, results from the NIC are used to guide and help prioritize a plan to benchmark and improve key physical models used for ICF calculations, including EOS; opacities, both in LTE and non-LTE cases; transport quantities (thermal conduction, electron-ion equilibration, ion stopping power, viscosity), kinetics, electric and magnetic field generation, nuclear reactions, and the interplay between these areas of physics in an HED environment.

In an ICF implosion, the initial laser energy is transferred to the fuel through a complex chain of energy conversion processes. When laser energy of ~1.6 MJ is incident on an ignition hohlraum, it is absorbed collisionally and reemitted as x rays with approximately 80% efficiency. Losses include back-scattered light and the acceleration of non-thermal, high-energy electrons that can preheat the capsule, making compression more difficult. The transport of x-ray energy from the hohlraum wall to the capsule results in ~140 kJ of energy at the ablation front of the ignition capsule. Modeling the emission, absorption and propagation of x-rays in the hohlraum requires accurate LTE and non-LTE opacities, and EOSs for regions of both pure and mixed materials. Understanding the effects of “hot-electrons” requires an understanding of electron transport in a wide range of hohlraum plasma states. Ablation of the capsule surface, which drives the implosion, depends on x-ray absorption and reemission, the ionization state and sound speed of matter near the ablation front. These quantities control the “rocket effect” that accelerates the shell to a kinetic energy of ~20 kJ.

During the early stages of the implosion, the x-ray energy increases with time, driving a series of shock waves through the ablator and into the DT fuel. The cold DT fuel is compressed to a dense, Fermi-degenerate layer on the interior of the ablator shell, and then accelerates to peak velocities of near 370 km/s at 10–20 g/cm³ and ~10 eV. During this phase, the stability of the fuel-ablator interface depends on the density profile of the ablator and fuel, which are set by the x-ray absorption, thermal transport, and EOS. At stagnation, the hotspot must reach a density of 100 g/cm³, an aerial density of 300 mg/cm³, and a temperature of 5 keV, while the dense fuel surrounding it must reach 1 kg/cm³ at just 50 eV. At these extreme conditions, there is little data to constrain physics models. Hotspot initiation is a race between energy production and transport, including nuclear reaction rates, thermal transport from the hotspot into the cold fuel, electron-ion equilibration, ion stopping power, and x-ray emission and reabsorption.

Of course many other physical processes may be important to optimizing ignition implosions, such as ion kinetics, large electric or magnetic fields, viscosity, etc. While significant effort has gone into developing the materials models used in designing ICF capsules, most are untested in the extreme conditions accessed by the ICF implosion. This situation is addressed below in four PRDs covering EOS, opacity (LTE and non-LTE), transport and kinetics, and nuclear science.

5.2 Status of the Physics

Equation of state

EOS controls the hydrodynamic response of materials involved in the ICF implosion. The DT fuel is compressed to more than 1.5 kg/cm³, three orders of magnitude higher that the density at which benchmarking data currently exist. Given the many recent discoveries in high-pressure science at compressions of only a factor of a few, this new NIF regime of ultra-high density matter is ripe for discovery [1]. Strong shocks in the low-density DT gas together with the release physics of dense states of hydrogen help determine the hotspot entropy, a crucial parameter controlling hotspot assembly.

The EOS of the ablator under compression, release, and in hot expanded states is also integral to optimizing the implosion efficiency. The hot
expanded states are often not in LTE, an effect that is not traditionally included in detailed EOS models. Errors in the ablator EOS can lead to significant discrepancies between hydrodynamic simulations and capsule implosion data. Some of these differences (shock timing, implosion velocity...) can be compensated for using multipliers on the radiation flux driving the implosion, but this procedure can push other material states that are not measured (i.e., final hotspot assembly, dense confining fuel assembly) further from simulation.

Equations of state integral to ICF simulations have typically been represented by tables based on quotidian EOS (QEOS) [2], a Thomas-Fermi model tuned to match data. *Ab initio* calculations for hydrogen, and, to a more limited extent for CH, Be and diamond ablators, have recently been performed over many of the regions relevant to ignition. In cases where no data exists, *ab initio* calculations are being used to constrain the QEOS-based tables. The methods used, density function theory (DFT) and path integral Monte Carlo (PIMC), though based on first principles, use uncontrolled approximations. DFT calculations are based on an exchange-correlation functional that is relatively untested in the density-temperature regime of interest. The PIMC treats degeneracy effects under the fixed-node approximation. Also, statistical errors have to be considered. For example, when the degeneracy parameter is of the order 0.1, PIMC calculations give error bars of the order of 10%. In DFT calculations, the ions are treated classically even at very high density and low temperature, where zero point quantum effects can make a non-negligible contribution. Practical implementations of DFT are also typically limited to temperatures below 10 eV or so. Despite these limitations, these *ab initio* theoretical methods offer the best approach we have at present for determining the EOS of hydrogen under conditions relevant to ICF implosions. At higher temperatures, a model based on solutions to the Dirac equation for an average ion-in-jellium (“Purgatorio” code) [3] can be used to improve on the Thomas-Fermi physics.

Problems with standard models of the EOS of the CH ablator have arisen most visibly in the NIF keyhole shock timing experiments, which have revealed significant deviations from predictions [4]. Each new ablator data set has led to a new

### Phase Diagrams for CH Ablator and DT Fuel

Summary of pressure–density states of CH ablators (left) and temperature–density states for the hydrogen fuel (right). The CH figure shows the shock Hugoniot (pink dashed curve), the cold curve (blue solid line), and the trajectory for one particular CH zone a few microns from the DT-CH interface in an ignition simulation. The hydrogen figure shows the compression path for a DT zone again a few microns from the DT-CH interface. The only data constraining these EOS models is on the Hugoniot to 10 Mbar for CH and 3 Mbar for D₂.
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ablator EOS model producing important changes to ignition designs. For example, changing the CH EOS to match single-shock Hugoniot [5] and release [4] data below 10 Mbar and changing the model at high temperature from Thomas-Fermi to Purgatorio, led to a change in the flux multiplier needed to match the strength and timing of the second shock from ~50 to 20%. Almost any high-pressure, high-temperature data on potential ablator materials is important for improving the predictive power of implosion simulations. This includes Hugoniot data for CH, Be, C, B4C, Al, and other materials to >100 Mbar, ramp compression data to 100 Mbar, and release data from compressed and heated conditions.

Moreover, the DT EOS is still not well known in a number of regions important for ICF implosions: 1) The compression path to 1.5 kg/cm³, 2) release paths from multiply shocked hydrogen, and finally 3) the gas shock dynamics. For example, scientists at CEA have developed a new DT EOS model which results in significantly different performance in simulations compared to the LLNL DT EOS [6].

There are a number of experimental approaches to obtaining more EOS data. Combining precompression in a diamond anvil cell (DAC) with laser shock compression can extend DT EOS data off the principal Hugoniot

---

**High-Pressure Equation of State Measurements**

Planar techniques for both shock and ramp waves have been routinely used and published in the literature. Convergent techniques shown below provide a new way to collect data into the many Gbar regime. Experimental setup is very close to the convergent ablator experiments routinely used to collect implosion velocity and remaining mass. In these experiments, both shock velocity and density are collected versus radius to provide an EOS trajectory for a convergent Hugoniot.

The release path for heated states can be mapped out with recently developed techniques that infer the EOS from the measured expansion of shocked or isochorically heated matter [7]. The figure below shows an experiment in which a thin copper foil was irradiated with a few-ps pulse of protons and its expansion was observed using x-ray backlighting. This method may be useful in understanding the EOS of the hot hohlraum wall material and the ablated material that comprises the corona around the capsule. The image on the right shows the setup for collecting data for hot expanded states. The image on the right shows a streaked side-on x-ray shadow of the foil before and after proton irradiation. The rightmost radiograph shows a faster streak record showing the expansion of the foil shadow over an 800-ps time.
A systematic use of this technique will produce a set of Hugoniot curves covering a broad phase space, and provide accurate EOS data over the density range of 0.06 g/cm$^3$ to 4 g/cm$^3$ and temperatures up to 10 eV. Multi-shock experiments in cryo- or DAC targets could be used to achieve the 10 g/cm$^3$, 10-eV range. Higher density states can be achieved in convergent geometries with radiography and Thomson scattering. Finally, keyhole experiments can be used to characterize DT under conditions corresponding to the interior of an imploding ignition capsule. This requires formation of DD and DT solid layers that have ‘free surfaces’ abutting a gas in a geometry that affords diagnostic access.

Simulations based on DFT have been carried out for DT and carbon-hydrogen systems similar to the CH ablator used in current implosion experiments. These suggest that the CH mixture is not ideal at high densities. Under second shock conditions, the carbon-carbon bonding seems to persist, with hydrogen moving like a fluid in the carbon network. At higher densities, there appears to be some evidence for separation between hydrogen and carbon. A systematic series of calculations for CH and all other ablator candidates integrating DFT, PIMC and Purgatorio needs to be done and integrated into EOS tables.

The EOS of hot Au or U is required to model the response of the hohlraum. This is important for modeling the expansion of the hohlraum during intense laser irradiation and the closure of the LEH. It can also affect the absorption of radiation by the ablated capsule material. Non-LTE EOS modeling is desirable to maintain consistency between the EOS and the opacity. Accurate modeling of non-LTE physics is a complicated problem. Simplified EOS models that rely only on the effective ionization of the material may not be adequate. Models may need to account for the way in which ionization state changes modify the interatomic interactions in the material, thereby changing both ionic and electronic EOS components.

**Opacity**

The “opacity” of a material controls its interaction with photons, including emission, absorption, and transport. It depends on the detailed atomic structure of matter and the distribution of population in accessible atomic states. In some cases, it can be approximated satisfactorily by simple simulations and represented by tabulated parameters. But in general, it is a complex, computationally intensive problem, and soluble treatments can entail significant shortfalls in accuracy. Predictive ICF simulations require accurate opacity modeling, since in many stages of the implosion, photons are the dominant mediator of the energy transfer. In some regimes, the complex interaction between the radiation and matter can lead to nonlinear feedback, strongly influencing the hydrodynamic path taken by the target. The opacity of the hohlraum is important in determining the x-ray drive, and the ablator opacity helps determine the rocket efficiency. In the imploded DT core, opacity plays a role in deleterious cooling. Understanding opacities is also crucial to interpreting many of the diagnostics fielded in ignition experiments.

The accuracy of the tabulated opacities in current use may well be insufficient for predictive modeling. For example, most LTE opacity models use very similar basic assumptions to account for density effects in HED environments, assumptions that are now being called into question. Moreover, the simplifying assumption of LTE does not hold over much of the parameter space accessed at the hohlraum wall, hot-expanded ablator, and mid-Z material mixed into the hotspot. Non-LTE models are more difficult to implement in simulations than LTE opacities, but are required to account for effects such as a non-Planckian incident radiation spectrum, fluorescence, and non-Maxwellian electron distributions (e.g., hot electrons generated by LPI). Finally, it is not clear how sensitive the hydrodynamic simulations are to the numerical (e.g., number of radiation groups) and algorithmic (diffusion/IMC/SN) choices for the treatment of self-consistent radiation transport.

Very few experimental data constrain the methodology for opacity calculations, and no opacity data exist for ablator or hohlraum materials at the most extreme of the implosion conditions. From NIC experiments, three clear observations motivate efforts to improve opacities. First, an improvement in modeling...
non-LTE atomic physics of the hot blow-off Au of NIC hohlraums was important for explaining – through the “high flux model” – early NIC experiments [9]. However, high-spectral-resolution measurements of the Au emitted x-ray spectra are needed to provide direct and stringent tests of these models. Second, worse than expected rocket efficiency of CH ablators may be connected with inadequate modeling of the hohlraum spectrum and or radiation absorption along the path to the ablation front. Other questions that persist also suggest limitations in current radiation production and transport modeling, such as the magnitude of difference in performance between Ge- and Si-doped ablators. Finally, while spectroscopy of the shell dopant is a promising mix diagnostic, uncertainties in atomic physics limit the interpretation of the hotspot conditions.

Almost any accurate opacity or emissivity data on NIF or other HED facilities in relevant regimes will improve our opacity modeling. Even a systematic series of measurements of shock velocity and burn through times near 300 eV at NIF will help constrain radiation transport models.

Modifications to the ionization potential depression modeling could have an impact on a NIF capsule in a number of ways. First, it modifies the charge state distribution and hence the opacity of the plasma. Second, it means that the K-edge of the C ions within the plastic shell is unlikely to be at the photon energies predicted by the codes. Third, it has significance for our ability to diagnose implosion conditions using emission from high-lying states of dopants. It is thus desirable that further experimental effort be deployed to re-evaluate some of the fundamental, and largely untested, first-order assumptions that lie within the complex opacity codes.

Finally, advanced calculations that integrate better atomic physics models and self-consistency between opacity, EOS and transport and that seamlessly transition from LTE to non-LTE depending on self-consistent determination of equilibrium, will be an important step in improving our predictive capability of indirect-drive experiments.

An accurate description of the mechanisms through which energy is transported to and redistributed within the imploded core is key to understanding the path towards fusion ignition. In the hotspot, ions, electrons and radiation are characterized by different energy distributions and equilibrate through collisional relaxation. Energy produced in the hotspot from both compression and DT fusion reactions generates non-thermal components in the velocity distributions. In addition to energy equilibration, energy is transferred from the hot core to the surrounding cold fuel through electronic heat conduction and radiation.

In a one-dimensional (1D) picture, all the time constants for energy transfer/production are comparable (i.e., electron-ion equilibration, ion stopping, electron conduction, confinement, bremsstrahlung, fusion). Beyond this 1D picture, three-dimensional asymmetries created by hydrodynamic instabilities during the compression phase will exist at several interfaces, including the hotspot boundary. These asymmetries may, in turn, lead to a turbulent state in the plasma, further redistributing energy and possibly generating magnetic fields. Depending on the details of the turbulent fluid motions and associated electromagnetic fields, one might expect to find significant alterations to the usual transport coefficients found in non-magnetized plasmas.

The energy transfer production processes help set a characteristic timescale of the implosion. The overall bootstrap heating time scale depends on the fusion reaction rate, electron-ion equilibration rate, and DT-alpha stopping time. In the NIC point design, these quantities are all of the order of picoseconds. Similarly, the cooling time scale is determined by the electron heat conduction and bremsstrahlung emission power, both ~10ps. Both of these time scales are comparable to the hydrodynamic disassembly time of several tens of ps in 1D - likely less in the presence of mix.

Many transport models used in the codes (electron-ion equilibration, stopping power) were developed in the 1980s [10]. The radiation-hydrodynamic models currently used to design the NIC targets are based on a fluid-level of description for the plasma. This level of
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description assumes that the plasma is quasi-neutral, in LTE, and characterized by a Maxwellian distribution (i.e., one or two temperature parameters). Molecular dynamics computations of DT plasmas at fusion conditions can put the electron-ion collisions, radiation emission and absorption and the nuclear reaction processes all on an equivalent footing to provide an important platform to test several approximations used in the radiation-hydrodynamic computations.

Almost no transport data exist to benchmark transport models in relevant ICF regimes. There are some optical reflectivity data and electrical conductivity data up to 2 g/cm² and a few thousand kelvin. These data differ from models by more than an order of magnitude, a figure that should be compared with sensitivity calculations, which show that conductivity variations of 3x at 10 g/cm² and 10-eV change significantly the hydrodynamic behavior of ignition simulations. There are some discrepancies between NIC data and simulations, which could potentially be linked to an inadequacy in our transport models. For example, the measured x-ray burn width, \( t_x \), and nuclear burn width, \( t_n \), are both larger than calculated and often \( t_x < t_n \) in measurements, while calculations suggest \( t_x > t_n \). This discrepancy may be the result of our inability to estimate heat transfer among the hotspot constituents. A second example is that the larger than expected mix fraction in the hotspot can potentially be due to incorrect estimates of heat flow across interfaces in the capsule. Finally, our inability to correctly estimate yield may be linked to our inability to calculate heat transfer and production in the hotspot.

The need for validation of transport models can be summarized in four questions:

Is the assumption of thermalized Maxwellian distributions valid? The assumption of Maxwellian (or Fermi) distributions underpins most of the formulas for transport-related quantities in the hotspot such as the formulas for relaxation rates, electron-ion coupling, nuclear reactivity and stopping powers. The basic question as to whether the Maxwellian assumption is truly valid needs to be demonstrated.

Are electron-ion equilibration rates correctly modeled and can they be validated by experiments? Recent experiments [11] investigating this issue have suggested that the equilibration rates are slower than computed with the simple Landau-Spitzer expressions. More detailed theoretical studies are taking into account collective effects, but there remains a need to validate these theories.

Can current stopping power formulas be validated by experiments in dense plasmas? Currently, no strong experimental tests of stopping powers in plasmas have been reported. Formulas accounting for plasma effects have been developed, but they need testing.

Can current conductivity models be validated by experiment? The current rad-hydro designs exhibit sensitivity to the thermal conductivity of the compressed fuel, strongly affecting the stability of the capsule to Rayleigh-Taylor instabilities. Recent conductivity models have yielded differing results, thus, an experimental test would be useful to validate the models and understand this sensitivity better.

**Kinetics**

Since NIC radiation-hydrodynamics codes are largely based on an average-ion (“atom”), Euler-based fluid description, they cannot model self-generated shock-driven electric fields in imploding capsules, species separation in a mixture such as CH or DT, non-standard binary species diffusion driven by pressure gradients, electric fields and temperature gradients, the morphology of plasma shocks or effects that depopulate the high-energy tail of a particle distribution. Modeling these phenomenon require new methods and techniques such as multi-fluid or PIC approaches. Existing data with exploding pushers on the OMEGA laser facility show a variety of anomalies that may be related to species separation and kinetic phenomena [12]. The PIC/multi-fluid simulation tool - Large Scale Plasma (LSP) - shows promise as a mainline tool to help describe and understand such potential phenomena in ignition experiments.

Several strictly kinetic phenomena may affect hot spot formation and ignition thresholds. Haines has recently proposed that energetic electrons with
mean free paths on the order of the hotspot spatial scale can deposit energy in the inner layers of the cold dense main fuel [13]. This could critically affect the mass ablation rate of the DT fuel, which produces the majority of the final hot spot mass. The kinetic structure of the return shock as it outwardly transits the gaseous (inner) region of the fuel has a low Mach number (<2), leading to a significantly increased shock width and ion and electron mean free paths that are not well described by fluid-based methods. Such kinetic ions and electrons could lead to anomalous diffusion and energy transport processes that affect subsequent hot spot formation.

A number of species-separation effects in ICF capsules have been predicted, including (1) deuterium and tritium fuel ion separation during shock passage due to differing charge-to-mass ratios; (2) reduced rocket efficiency in mixed species ablators, e.g. CH$_{1.3}$; and (3) reduced x-ray drive transmission to the ablation front in a spherically converging geometry. These effects are based on simple physical models and have not yet been well validated by simulations. The first effect results from the strong intrinsic electric field and pressure gradient across a shock front that transiently creates a drift speed between the deuterium and tritium ions. Although the degree of physical separation is not significant, estimates of the degree of frictional heating generated in the cold dense main fuel as the deuterium moves through the tritium across a shock front thickness suggest on the order of 100 Joules are deposited. This level of predicted auxiliary heating is marginally tolerable for achieving ignition according to 1-D radiation-hydrodynamics simulations. The second effect is a reduced rocket efficiency for a mixed species ablator such as CH of 5-10% as compared to a single-species rocket efficiency (for carbon ionization state of 4-6). The third effect arises from a combination of species separation and spherical geometry in effectively increasing the opacity of the blow-off plasma to incident drive x rays. Species separation in a CH$_{1.3}$ ablator leads to a hydrogen-rich plasma at large radii, and a carbon rich plasma closer to the ablation front [14]. The absorption of drive x rays is proportional to the areal density of the intervening ablated plasma, and the spherical geometry leads to locally higher areal density at smaller radii where the carbon preferentially resides. Analytical estimates of this effect suggest a several percent reduction in mass ablation rate from the combined effect of spherical converging geometry and species separation.

Almost no data have been collected to benchmark these kinetic phenomenon. Early experiments by Rygg showed that for OMEGA implosions, significant species separation takes place and significant electric fields result in the implosion phase of the capsule [12]. While estimates suggest such phenomenon should be significantly reduced in ignition implosions due to the different collisional regimes, quantitative understanding of such effects do not exist. Given the integral nature of NIC implosions, it is difficult to isolate any particular effects due to kinetics. However, both the poor rocket efficiency of CH ablators and the higher than expected hotspot adiabat could be linked to kinetic effects.

Kinetic and species separation effects could have important implications for the demonstration of ignition on the NIF. A two-pronged research effort to clarify the potential importance of these phenomena is proposed. First, the LSP hybrid PIC simulation tool shows promise as a valuable platform for advancing beyond standard fluid-based approaches that underlie current modeling methods. The capability of LSP to run in a multi-fluid mode or in a kinetic mode provides the opportunity to test and quantitatively assess non-fluid phenomena. Second, the exploding pusher implosion mode provides a comparatively simple platform for isolating potential kinetic effects devoid of the complicating effects of mix and drive asymmetry. As the main shock reflects from the capsule center, locally high ion temperatures are achieved that initiate one or more nuclear reactions of interest that can be well-diagnosed experimentally. The reaction time, “bang time” and yield for each nuclear process can be assessed with current diagnostic techniques and compared with LSP (which includes several principal thermonuclear reaction rates). By comparing LSP simulations in single- and multi-fluid modes the effect of species separation and kinetic phenomena can be isolated and compared with the data.
Nuclear

The nuclear fusion of deuterium and tritium provides the main energy-production mechanism in ICF experiments. At adequate densities, the 3.6-MeV $\alpha$ particles released during this fusion process heats the surrounding DT fuel, thereby enhancing the local DT fusion rate. This positive feedback causes the runaway burn that is central to the success of future ICF experiments at the NIF.

Nuclear physics also plays a central role in diagnosing ICF performance. These diagnostics constrain physics models used in ICF simulations, which in turn strengthens the understanding of complex physical processes that occur in HED environments. The nuclear reactions pertinent to diagnostics range from light-ion reactions that give prompt $\gamma$-ray lines and affect the neutron spectrum, to charge-particle reactions and neutron reactions on unstable nuclei. The former is important to prompt diagnostics, such as nTOF and gamma-ray spectrometers, while the latter is important to radiochemical activation analysis. Reactions that affect the neutron spectrum, such as elastic neutron collisions, impact the interpretation of areal densities from nTOF results. Charge-particle reactions probe the amount of mix and therefore provide insights into hydrodynamic instabilities. There are gaps in understanding in many of these nuclear processes, both empirical and theoretical, which must be addressed to ensure that ICF diagnostics reach their full potential and provide accurate descriptions of ICF environments.

With the recent increases in high-performance computing (HPC) resources, great strides have been made in theoretically understanding the spectrum and reactions of nuclei and the underlying origins of the nuclear force. *Ab initio* calculations, like the no-core shell model (NCSM) and Green’s function Monte Carlo (GFMC), of the spectrum s- and p-shell nuclei are routinely performed using realistic two- and three-body nuclear forces. For heavier nuclei, DFT has made significant progress in understanding neutron-rich nuclei, and in particular, the region near the neutron-drip line. The exact lineage of the nuclear force is now being determined from stochastic calculations of quantum chromodynamics (QCD), the underlying theory of the nuclear strong interaction that governs the behavior of quarks and gluons.

Current nuclear surrogate experiments are now providing information about particular nuclear reaction cross sections on unstable nuclei, such as neutron capture on Yttrium-88. Planned accelerators of radioactive nuclear isotopes, such as the facility for rare isotope beams (FRIB), will further our understanding of reactions on unstable nuclei, ushering in a regime of ‘inverse kinematics’ where large unstable nuclei become projectiles on stable targets.

During the course of the NIC, expertise in the area of nuclear diagnostic measurements and the interpretation thereof has increased significantly. The teams in charge of the various diagnostics have overcome many practical issues associated with making measurements in such a challenging environment while simultaneously developing simple analytical and numerical models tying the measurements to more detailed calculations and ultimately to the physical quantities of interest. A recent example of this is the successful fielding of solid radiochemistry measurements [radchem] in indirect-drive experiments. NIF scientists have demonstrated the ability of the capsule neutrons to activate the Au-197 in the hohlraum wall as expected, collect the resulting unstable isotopes Au-196 and Au-198, and measure their activities as an independent indicator of the downscattered neutron spectrum and, hence, the capsule $qR$. A second example involves a reassessment of the conventional wisdom of which nuclear interactions play a significant role in determining the details of the neutron spectrum escaping an ICF capsule to be measured. The original analysis of the early magnetic recoil spectrometer (MRS) measurements showed a significant deviation from the expected calculated spectrum that was comprised of DT and TT fusion sources and at most a single elastic scatter. Upon observing this difference, a more detailed multiphysics calculation was performed and showed that multiple elastic scatters occur in significant numbers under NIF capsule conditions and that the deuteron breakup reaction D(n,2n) is a significant source of neutrons in the range of 0-10 MeV. Both of these results are now routinely
incorporated in the analysis of both the MRS and the measured neutron images.

5.3 Priority Research Directions

5.3.1 Equations of state for ultra-dense matter and conduction dominated “gas shocks”

Introduction

There are no experimental data constraining the thermodynamic behavior of matter at the very extreme conditions accessed by ignition implosions. With NIF, OMEGA, and Z, physical models for these regimes can now be benchmarked. Three distinct areas that should be addressed as priorities are the compression paths to extreme density of the fuel and the ablator, the release physics of hot and dense matter, and the behavior of ultra-strong shocks in the hotspot. Combined theoretical and experimental efforts will greatly improve the predictive capability for ICF.

Compressibility of ultra-dense matter to 2 kg/cc: Testing Thomas Fermi Limit.

Determining the compressive equation of state for DT and ablators from the first shock Hugoniot to the extreme peak densities achieved in an ICF implosion is a new scientific frontier. While few calculations and no experiments exist in these extreme density regions, there are hints of new physics emerging for other materials at high pressure, albeit low temperature. For example, Li [15], Na [16,17], Al [18], all show a behavior that deviates significantly from Thomas Fermi behavior at extreme densities. While these calculations are at low temperature, they show that at high densities the quantum mechanics becomes increasingly more difficult, not simpler, at least up to gigabar pressures. Moreover, in mixtures at high density, there is an increasing awareness that matter may not behave as an ideal solution. One particular example is the discovery of phase separation at conditions of 1 to many g/cm³ for H-He to near eV conditions [19]. Finally, recent DFT calculations on CH mixtures at high density show carbon bonding and fluid behavior hydrogen followed by potential separation of H and C.

Principal Hugoniot and ramp compression data, combined with DFT and Purgatorio calculations for ablators is the first and easiest step in improving the EOS database. Planar geometry experiments can be carried out to 20 Mbar at OMEGA and >100 Mbar at NIF. Data at gigabar pressures can be obtained at high temperature using single convergent shocks and ignition-like implosions diagnosed with ultrahigh-resolution radiography and Thomson scattering.

For hydrogen fuel, the principal Hugoniot should be extended to 10s of Mbar at NIF. One way to access higher densities is to precompress the sample before shock or ramp compression. Convergent experiments to many gigabar should be performed first at OMEGA, then NIF. These experiments will set a new frontier in dense matter physics and may help us understand why so much energy appears to be stored in the compressed fuel. While several DFT and PIMC calculations have been performed, there are wide disagreements between calculations leading to significantly different predictions for ignition implosions. These differences need to be identified and resolved.

Principal Hugoniot data to 100 Mbar or more requires either new EOS standards or non-traditional techniques for measuring such high-pressure states. One such technique is the use of symmetric impact experiments on lasers. This technique seems quite feasible given that the precision pulseshaping capability on NIF makes possible launching of flyer plates for near symmetric impact experiments with flyer velocities of more than 100 km/s. Another technique that will be required for measuring pressure, density and internal energy for the highest density/convergent experiments is high resolution imaging with advanced x-ray optics such as KB microscopes operating from 1 to ~20 KeV. To measure temperature of the ablator and fuel, Thomson scattering needs to be developed to be used with radiography. This will enable simultaneous measurements of P,ρ,T and potentially collision times throughout the densest regions of an implosion.

In the short term, the conditions in the fuel and ablator need to be measured under ignition conditions. In the longer term, it is important to
understand the path the materials take to achieve these conditions. Although the end-point may be the same, different paths may differ greatly in the efficiency with which they achieve the same final state. Determining where physical effects such as pressure-induced ionization actually occur may help optimize the achievement of the optimal ignition state.

Development of new standards and approaches for high pressure measurements will enable a wide range of fundamental science experiments with applications to astrophysics, planetary science and high energy density physics. Such precision EOS measurements will lay the foundation for a robust research program on materials at previously inaccessible regimes.

Existing EOS models almost exclusively rely on an assumption of homogeneity. The reliability of EOS models for heterogeneous materials under extreme conditions is essentially untested. It is not known if compounds should become disordered alloys under high compression, if ordering and other alloy-like effects will be important at gigabar pressures, or if more exotic behavior like electride structures can persist to ultra-high pressures. At high densities, the overall energy and pressure for the state will be increasingly dominated by the very-high cold-curve contribution, but differences among different states may still be large enough to favor unexpected structural and electronic phase changes. A platform like NIF is ideally suited for investigating fundamental science questions of this type.

Release and expanded states of shocked and multiply shocked materials

Release states of the ablator material help set the piston velocity and pressure of the fuel. The release of highly compressed DT helps to set the fuel density profile during later stages of the implosion and is important in setting the correct hotspot conditions. Very little release data exist for these materials, and the experiments that have been done largely show that our methodology for calculating release states (such as in shock timing experiments) is not robust. Finally, the release behavior of hot expanded Au in part determines the collisional absorption efficiency and charge state distribution for the radiating hohlraum wall. Significant progress in developing new techniques for measuring release states makes it now possible to collect crucial, ignition-relevant data at OMEGA, Z and NIF. Historically, low pressure release data were collected using low density EOS “standards,” such as silica aerogel foams, since their density can be tuned over a broad range below ~1g/cm³. However, at higher shock release pressures, no standards are calibrated. Thus, either a significant effort is needed to calibrate new standards at higher pressures or new measurement techniques are required. Deuterium was used as a standard to collect CH release data in recent shock timing experiments. This technique should be systematically used for other ablator materials. One particular technique recently developed at OMEGA measures the acceleration of a thin SiN witness plate. Here, the shock compressed material releases across a vacuum gap to accelerate a thin SiN plate whose velocity is measured with a VISAR. This technique provides high fidelity release data into the Mbar regime and can be implemented at NIF or Z. Another technique to be pursued at OMEGA EP and Titan is to isochorically heat the sample with protons or x-rays and image the release wave as it moves into the sample bulk [20].

For the highest density release measurements, phase contrast and/or very high-resolution x-ray imaging will likely need to be used. For example, imaging a multiply shocked ablator releasing into hydrogen could determine the thermodynamic evolution of both the ablator and hydrogen during this key part of the implosion. This will require a high magnification x-ray optic. To determine the temperature of release states, Thomson scattering needs to be developed and used at NIF.

Release measurements provide information that may be difficult or impossible to obtain by other means. First, the thermodynamic release path provides rigorous high-pressure yet low-density data in a crucial but largely untested region. Second, release measurements in the vicinity of a phase transition can provide insight into phase transition kinetics. Third, release into vacuum and near-vacuum from heterogeneous materials can provide otherwise-inaccessible information on ion-ion equilibration rates under extreme conditions.
**Gigabar wave propagation in the hotspot**

The leading shock wave in the gas interior of a DT implosion, its timing, strength, and structure, helps to set the hotspot adiabat and initiates the stagnation process. As the first gas shock reaches the center of the capsule, pressures rise to the Gbar level. The rebounding wave is so hot that the heat and radiation outrun the compression wave. These three components interact with the fuel to set the final hot spot configuration.

No data exists for the evolution of such strong shocks in gases. Data can be collected in planar geometry for moderate pressure gas shocks to gain experience and provide a first test for models. Ultimately, techniques need to be developed to monitor strong gas shocks in convergent geometry. These techniques may include proton imaging, high-resolution phase contrast imaging, and, possibly diffractive imaging of compression, conduction, and radiative waves. Lower-pressure experiments on capsules may help determine if there is anything fundamentally different about the convergent geometry that is not captured in planar geometries. Such verification may enable some separation of the effects of EOS, opacity and conductivity in a way that is not currently possible, given the highly integrated nature of the ICF experiments.

Keyhole experiments with carefully tailored cones may be useful in measuring the gas shock timing and strength in convergent geometry. This might be useful in separating out effects of the thermal conduction, radiative, and compressive waves both in layered and non-DT layered capsules. Combining radiography, magnetically separated proton time of flight diagnostics and wedge range filter data will help constrain both the shell-gas interface, gas shock arrival time and shock strength in convergent geometry.

Ultimately, techniques need to be developed to monitor strong gas shocks in convergent geometry. These techniques may include proton imaging, high-resolution phase contrast imaging, and potential diffractive imaging of compression, conduction, and radiative waves. For initial experiments, advanced keyhole experiments, magnetic proton time of flight combined with aluminum wedge range filters will begin to provide information on the shock dynamics early in the stagnation of the implosion.

The current understanding of the stagnation process is quite limited. It is likely crucial to gain a detailed understanding of the thermodynamics and kinetics of the initial gas shock, rebound shock and reverberation to higher density of the hotspot. In particular, taking apart the detailed dynamics of the radiation, conduction and compression waves of the initial gas “shock” may provide stringent tests on the physical models defining the hot spot of ignition.

### 5.3.2 Opacity research for ignition

**Introduction**

Accurate opacity models are required for predictive ICF simulations, since photons are a major mode of energy transfer at many stages of the implosion. Absorption and emission of radiation is important in the hohlraum, the ablator, and the implosion core, for both LTE and non-LTE conditions. Key steps for improving opacity modeling include first collecting accurate self-consistent opacity/emissivity benchmark data for ablator and hohlraum materials up to peak ignition drive temperatures. The second priority is the collection of microscopic data to test specific detailed approximations in opacity theory. To enable part of this effort a new suite of x-ray spectroscopy diagnostics should be fielded on NIF. Finally, a focused effort on advanced atomic modeling which allows practical implementation of LTE and non-LTE calculations for ignition simulations.

**Accurate benchmark opacity measurements**

Only a few high-quality benchmark opacity measurements exist, and even in LTE they are nonexistent above ~200 eV. Benchmark non-LTE emissivity data for Au and U at hohlraum conditions exist, but at present are not absolutely calibrated. Both classes of experiments are key for ignition science.
Experiments on the Z platform at Sandia have proven the capability to perform benchmark opacity measurements of Fe at temperatures up to about 150 eV, and while good overall agreement was found in the 800–1350 eV spectral region (corresponding to L-shell transitions in ions with L-shell vacancies), in certain regions of the spectrum, statistically significant deviations between models and experiment are present. Experiments at LCLS have for the first time directly measured the ionization potential depression (IPD) of a plasma – solid-density Al at temperatures up to 180 eV – demonstrating that the ubiquitous Stewart-Pyatt model for IPD is inadequate at high densities. This is important because changes in the treatment of IPD can significantly alter the charge state distribution, thus the electron density, hence affecting both the opacity and EOS of the material.

Benchmark experiments at OMEGA, Z, and LCLS should continue, including experiment design, target fabrication and characterization, diagnostic characterization, post-shot simulations, and analysis and interpretation of the resulting data. While experiments should initially focus on directly relevant materials and plasma conditions, they should be extended to more complex atomic systems to more rigorously test the plasma codes. Further experimental effort should be deployed to

---

**Measuring Ionization Potential Depression (IPD)**

When an ion is embedded in a dense plasma, the energy required to liberate an additional electron is altered from that of an isolated ion in free space – a phenomenon known as IPD. At high densities, the large IPDs can significantly alter the predicted charge state distribution, thus the overall electron density, hence affecting both the opacity and EOS of the material. Almost all opacity codes rely on the half-century old Stewart-Pyatt model, which at high densities is very similar to the simple ion-sphere model. This model has been largely untested and unchallenged, owing to the difficulties in making a hot, uniform density sample, and measuring the ionization energy. However, this has been achieved in recent experiments at LCLS, using the X-ray laser to heat an Al sample. By observing the Kα fluorescence while tuning the photon energy of the LCLS, the IPD can be measured. An accurate analysis of the experiment [21] has shown that the Stewart-Pyatt model does not fit the data, and that the IPDs are far greater than those predicted by this model [22].

Spectrally resolved Kα emission as a function of x-ray FEL excitation photon energy. The color-coding (bar on right) refers to the emission intensity on a logarithmic scale. Roman numerals (top) indicate the charge state of the emission peak. Open circles: K edges for the various charge states calculated in the SCFLY code according to a modified version of the Stewart-Pyatt model (taken from ref. 21).
re-evaluate some of the fundamental, and largely untested, first-order assumptions that lie within the complex opacity codes. LCLS has demonstrated its capabilities in generating, via x-ray heating, a uniform density plasma, and with the recent commissioning of the MEC end-station at that facility, which brings nanosecond and femtosecond optical lasers together with the x-ray laser, one might hope that there is further scope for extending these types of experiments, which can be complementary to those that are performed on stand-alone high-power laser platforms. Since physical processes such as the IPD are intimately entwined with other important thermodynamic properties of the plasma – most notably the EOS – a key research direction must be the development of experiments in which the pertinent atomic physics and EOS are measured at the same time.

To perform benchmark opacity measurements at plasma conditions found within a NIF hohlraum, it is imperative that the opacity platform being developed on OMEGA be ported to NIF. This requires a spectroscopic capability not currently available on NIF, plus the ability to deal with the classified data produced by such an instrument.

High quality benchmark measurements, especially where codes agree without extant experimental data to test their assumptions, will help constrain simulations and further improve predictive capabilities. Assessing the accuracy of the models according to current theoretical understanding and existing experimental data and assigning explicit error bars would help to quantify uncertainties for target design simulations. Further, this development can help inform choices of materials with greater confidence, increasing design flexibility as the energy transport and loss processes are better understood. Improved understanding will benefit both scientific and programmatic high-energy-density physics research, including astrophysical, stockpile stewardship, and ICF programs.

X-ray spectroscopy on the NIF

While Dante provides a precise measurement of the hohlraum drive, there are significant advantages to be gained by deploying high-resolution x-ray spectrometers on the NIF. Such instruments could measure details of the M-band Au emission; the charge state distribution of the Au ions; the emission of high-Z dopants, both in the ablator and mixed into the fuel; and could potentially provide information about the distribution of the hot electrons caused by LPI. These data will impact our understanding of the deposition of laser energy in the hohlraum, the coupling of the x-ray drive with the ablator, and the physical conditions in the hot spot, complementing information provided by the neutron diagnostics.

A time-integrated high-resolution spectrometer in the central channel of Dante should be installed, using either a variable-spaced grating to cover the soft (~0.3–2 keV) x-ray waveband and/or a crystal spectrometer to cover the hard (~2–5 keV) x-ray waveband, combined with an image plate readout. In addition, general high-resolution and time-resolved spectroscopic capabilities should also be fielded on the NIF to enable benchmark experiments on opacity/emissivity, drive and mix.

Measurements of hohlraum wall emission will provide crucial data to test predictions of the hohlraum plasma including hot electrons, plasma-generated fields, and gradients. Tracers in the hohlraum walls would yield additional drive information and potentially provide a method to tailor the x-ray drive. X-ray spectra from the hotspot can reveal the conditions of a doped-fuel fusion plasma as well as the conditions of any mid-Z materials introduced into the hotspot by mix. In summary, such spectral measurements would provide a new and stringent test of simulation codes, independent of other diagnostics being used to map capsule and hohlraum performance.

Further development of advanced atomic models and opacity codes

Although it is known how to do detailed, complete atomic models with sophisticated, multi-angle transport and self-consistent non-LTE kinetics, there is no tractable way to do this within a multi-dimensional hydrodynamics simulation code. The current state-of-the-art is a Detailed Configuration Accounting (DCA) non-LTE atomic physics model, which, despite it known numerous shortcomings, has resulted in better agreement between simulations and experiments.
In the near-term the DCA approach should be further developed, including benchmarking against more complete “off-line” opacity simulations. Code comparisons that request post-processed modeled spectra from a snapshot of relatively simple plasma conditions based on a variety of atomic and transport models might help understand the critical components of what could be termed a "sufficiently accurate" approach to non-LTE modeling and radiation transport. Fundamental theoretical understanding of the properties of atoms within HED regimes must move beyond the average atom/ion in jellium model to realistic multi-center treatments that are not constrained to low temperatures. Additionally, computational studies aimed at minimizing the uncertainty associated with the choice of radiation transport grouping and algorithms should be explored.

The fact that the EOS integral to the opacity models and the EOS used for modeling hydrodynamic motion are different, leads to some obvious inconsistencies (i.e., different mean ionizations being used within a code for the hydrodynamic response and opacity of an ablating plasma) and also potential inconsistencies not easily recognized in complex rad-hydro simulations.

Effort should be directed toward the development of a hybrid code that utilizes pre-computed detailed (e.g., Atomic, Scram, Enrico) non-LTE opacity data tables indexed by electron density, electron temperature, and radiation temperature. While the first generation of such a code would necessarily ignore any non-Planckian aspects of the radiation field, such effects are not dominant, and the code could be extended in subsequent versions to explore these effects.

5.3.3 Develop an understanding of transport and kinetic phenomena in ignition

Introduction

Several improvements can be made to the physical models that describe how energy is transported and redistributed in space, time, and configuration space, in ICF simulations. In particular, regions where statistical fluctuations do not rigorously permit the hydrodynamic approximation, a methodology is needed that correctly handles the kinetic and particle-based transport of mass and energy. Second in priority is the benchmarking of energy and particle transport models, predominantly for the acceleration and stagnation phases of an implosion. Finally, it is important to produce benchmark data to constrain kinetic models for implosions.

Establish a connection between the kinetic and fluid descriptions

ICF design codes make the hydrodynamic approximation, wherein statistical fluctuations and individual particle trajectories are coarse-grained and replaced with species temperatures and guiding-center motion. Though this is certainly advantageous for computational efficiency, key components of the physics are then approximated in a manner that may degrade the predictive fidelity of the simulations. It is therefore crucial for us to study what may be left out in the fluid description, in order to bound any errors which may result from the omission of information pertaining to the lowest length and time scales.

At the most basic level, there is the particle description, in which individual electrons and ions mutually interact with each other and absorb radiation in the process. One of the most important features of plasmas in the fusion-burning regime is that the close collisions (electron-electron and between electrons and low-Z ions) are subject to quantum diffraction. In addition, for a plasma in any regime, the more distant collisions are strongly mitigated by screening. This physics of Coulomb scattering is accounted for explicitly in molecular dynamics (MD) simulations of plasmas (though in an approximate way, given that quantum diffraction is handled approximately), while in kinetic and fluid descriptions its effects are convolved into energy exchange rates and transport coefficients which arise from kinetic theory. Since the kinetic theories which are used to derive these rates are themselves only valid at weak plasma coupling and for weak fields, the fluid theories which make heavy use of them are necessarily suspect when addressing plasma conditions which are outside the range where accurate experiments have been performed. Indeed, the ranges of applicability of both the hydrodynamic and kinetic descriptions,
and the various transport-related quantities of interest, are not precisely known.

Another concern is the level of detail used to describe the statistical distributions of the various particles (and radiation). At the particle (MD) level, all the particles and their different kinetic energies and positions are present, which makes the computations far too demanding to apply directly to, say, an imploding ICF capsule. In the hydrodynamic picture, fluctuations are averaged over, and electrons and ions are each lumped into their own fluids, which at any zone and at a given time are assigned a species temperature. But because the time-scales for plasma heating (shock heating, alpha particle stopping) and cooling (bremsstrahlung, electrical conduction) are comparable with each other and with the disassembly time, the construct of individual species temperatures needs to be carefully examined. In addition, most hydrodynamic codes aimed at studying ICF implosions lump all the ions into a representative “average ion”, thereby discounting the very real possibility that different ions may separate in space and in time and behave altogether differently than as an assumed aggregate.

Validating the assumption of a well-defined Maxwellian temperature for a given species or an aggregate of species can be addressed by performing detailed molecular dynamics calculations to investigate the fundamental Coulomb collision processes and compare the results with the existing thermally averaged derivations found in the simulation codes. First, a way should be defined to test this most basic assumption. Kinetic descriptions of the fundamental plasma processes also provide a way to address these issues and investigate the basic transport formulas at a deep level. In particular they can also be used to explore the limits of the simpler transport formulas in the presence of the unique conditions found in the hot spot. Next, comprehensive study should be undertaken of the transport processes in the hot spot using kinetic codes (e.g., LSP).

LSP is a hybrid PIC simulation tool that can be run in explicit mode to assess the shortest spatial and time scales of an imploding plasma approaching ignition conditions. In current research efforts to understand shock morphology, the smallest spatial scales employed are larger than a Debye length and the simulation time steps much greater than an electron plasma inverse frequency. These computational practices need to be checked with finer resolution and ultimately against molecular dynamics simulations for numerical fidelity. The ability to run LSP as a mainline simulation tool for studying plasma shocks requires extensive vetting against explicit PIC methods and MD. The computational requirements are daunting, but not prohibitive.

Molecular dynamics simulations of an imploding ignition capsule are likely not practical over the near term, so approximate methods that bridge the particle and fluid descriptions are required. Hybrid PIC methods or multi-fluid simulations as embodied in LSP are a leading candidate tool to capture the most relevant physical effects in an igniting plasma. However, the integrity of such a numerical strategy requires extensive benchmarking with explicit PIC and MD methods regarding plasma shock morphology. Once the numerical integrity of such a tool is established, its mainline application to an ignition platform is warranted.

Stopping power, electron-ion equilibration, and conductivity in regimes of relevance to ICF

Hydrodynamic simulations used to design ICF implosion experiments rely heavily on numerous energy and particle transport coefficients derived from kinetic theories thought to be valid chiefly for weak plasma coupling and for weak fields and gradients. In fusion-burning plasmas, weak-coupling or not, essentially no experimental data for transport properties exist. Various recent particle-based simulation approaches, such as MD, have revealed discrepancies between the standard kinetic theories and the simulations for quantities such as electron-ion temperature equilibration and charged particle stopping power. Though these discrepancies are not always large in magnitude, fusion burn rates depend very sensitively on the ion temperature, so small differences can have substantial effects on predicted yields. Also, the computational/theoretical studies completed heretofore have chiefly involved plasmas devoid of high-Z dopants; the presence of an appreciable amount of
higher-Z ions from the ablator admixed into the DT fuel should complicate the situation greatly.

With new facilities becoming available (GSI, OMEGA-60 and -EP, ORION, LCLS) it may be possible to perform accurate stopping power measurements in dense plasmas. Several approaches are under discussion: using an ion accelerator source with a preformed plasma target, using sheath accelerated protons created by a short pulse laser, and using a fusion proton source. Experiments at TU-Darmstadt, GSI, and the U. of Rochester are about to begin. This effort should be extended and adapted to other facilities as the experimental experience develops and the measurement platform(s) are made more robust. Experimental methods to address electron-ion equilibration have improved over the last decade, in particular with the development of x-ray Thomson scattering techniques to infer the time-evolving electron and ion temperatures. New experimental investigations must be developed to take advantage of this unique probing method along with the large laser facilities that have come online (e.g., OMEGA-EP and ORION).

Measurements of conductivity of the compressed fuel at the dense cool conditions of the implosion adiabat are needed to validate the most recent conductivity models. Initial attempts to measure optical conductivity at these conditions have been performed by Rygg and others, but further work is needed.

On the theoretical front, particle-based approaches are being used to test the assumptions of fluid-based theories. However, these classical MD simulations approximate some of the key physics of quantum plasmas: (1) They represent quantum diffraction in an effective classical manner by employing regularized statistical potentials, and (2) They make use of atomic cross sections, which do not correctly incorporate the effects of high density. Thus, it is important that hybrid kinetic theory-MD approaches be developed so that the salient features of HED plasmas arising from the quantum nature of the electrons (diffraction, electron-ion scattering and radiative processes) can be merged with a proper accounting of time-dependent ion-ion correlations crucial to understand for the accurate prediction of fusion reaction rates.

Existing Purgatorio calculations for conductivities can be augmented with Purgatorio-based stopping-power calculations. These can provide tabulated stopping powers as a function of density, temperature, and ion velocity.

New experiments of ion stopping power in heated, dense matter are under way. The tentative conclusions are that the energy dispersion of the projectile beam and the diagnostic capabilities must be improved to reduce the uncertainties to the point where competing theories and models can be distinguished. For electrical and thermal conductivity, recent work has led to a new \textit{ab initio} conductivity model for pure H (and D, DT), which so far has been shown to produce similar results, when exercised in an ICF simulation, to that of atom-in-jellium models currently in use for ICF design. However, the electronic structure calculations used to produce this model are sufficiently demanding as to make a direct study of mixtures much less tractable. Ongoing work must involve algorithmic development to speed up such calculations, and the construction of well-validated mixing rules aimed at producing conductivity tables for more complex plasmas with some amount of high-Z dopants.

Platforms to measure accurately (in fusion-burning conditions) electron-ion equilibration times, electrical and thermal conductivities, and species diffusivity are not available at present. Crucial foundational work must be done to design such focused experiments and to develop the \textit{in situ} diagnostics capable of making measurements of the required accuracy. Hybrid computational approaches are needed in which classical MD is performed on ions, while the electrons are treated by means of quantum kinetic theory. This, together with the requisite detailed understanding of Coulomb collision physics elucidated by explicit-electron computations, will allow the ps time-scales inherent in the ICF implosion problem to be simulated while retaining the ingredients necessary to fully embody the electron and ion dynamics.

Scientists must ultimately strive for a sufficiently deep understanding of dense plasma energy and particle transport properties such that ICF simulations are not strongly hampered by their uncertainties. It is very likely the case that
some (possibly multi-) fluid description of the ICF problem will suffice once these transport properties are sufficiently well known. However, obtaining them in a controlled way, from experiments that do not rely heavily on codes and models, which are themselves not well validated, will likely prove extremely challenging. This is why a parallel theory/experiment campaign of basic research is essential. Equally essential is the continued evolution of ICF design sensitivity studies aimed at incorporating the current views of transport uncertainties into the assessment of overall design uncertainties. When moving into uncharted territories of materials conditions (densities, temperatures, etc.) one should be hesitant to expect that paradigms believed to work in the vicinity of ambient conditions will necessarily work here.

*Species separation in a strong shock*

Recent LSP simulations of a NIF implosion near “shock flash” show significant D and T separation of the shock front. The implications of this bifurcating shock front on hot spot formation are under investigation. An interesting feature of this simulation is that both the deuterium and tritium components are hotter than the single species case when compared at the same average radius. One interpretation of this result, assuming satisfactory numerical integrity of the simulations, is that the frictional heating generated by the interpenetrating flow of the D and T ions within the shock front leads to auxiliary heating or energy dissipation. An important question is whether this effect also exists in the main DT fuel layer during shock transit and to what degree. The separation of D and T across a high-Mach number shock during the transit of the gaseous fuel region is also expected to occur, possibly leading to early-time anomalous heating of the hot-spot progenitor gas and a consequent deficit in stagnation pressure. It is important to mention that current shock timing experiments on the NIF use DD as the surrogate main fuel layer, and no EOS measurements of DT exist. VISAR-based experiments of shock propagation in a DT fuel should be executed to directly test the surrogacy of DD fuels. Such a test would provide much-needed data on species separation effects and assess whether the adiabat of the fuel is anomalously high compared with fluid-based predictions.

Analysis suggests that a significant amount of resistive heating within the shock front may put the DT fuel on a higher adiabat than predicted by mainline radiation-hydrodynamics simulations, potentially leading to less efficient compressions. The ability of LSP to follow a spherically converging shock over sufficiently long time scales is required in order to test the hypothesis of anomalous shock-driven resistive heating in the DT fuel.

Species separation in thermonuclear fuels is likely to occur, but the degree and impact remain uncertain. Remedial measures are in need of development in the event that species separation is demonstrated experimentally and in simulations. Two candidate workarounds have been proposed: (1) T-rich fuels to approach the single-species limit, and (2) weaker Mach number shocks to minimize the degree of predicted resistive heating.

*Develop a tool to evaluate and model kinetic effects*

A hybrid PIC code, such as LSP should be developed into a tool to test the effects of kinetics in ICF experiments and to benchmark hydrodynamic-based simulations. Preliminary analyses and multi-fluid simulations with LSP suggest a potential importance of multi-species/kinetic effects during various stages of fuel assembly in an ICF implosion. Tantalizing exploding-pusher data from the OMEGA laser facility suggest significant differences with fluid-based modeling that may have a kinetic and species separation origin. For example, the measured DD neutron yield compares closely with radiation-hydrodynamics simulation results, but the ~14 MeV (D¹He) proton yields are 3-4x larger than modeled. This latter result represents an extraordinary discrepancy that challenges our fluid-based understanding. The impact of non-fluid effects on hot-spot formation and ignition thresholds is not yet known, but an effort to develop such a modeling capability benchmarked against experiments is timely and prudent.

From preliminary work, the “loss of electron tail” phenomenon in the hotspot in first-pass LSP simulations appears to have a minimal effect at
early times (<10 ps) because of the spherically diverging geometry for long mean-free-path electrons that propagate away from the fuel center. However, further LSP simulations that are conducted for longer time scales, e.g., hundreds of ps, are needed before ruling out this kinetic scenario. The episode following shock flash where electron and ion mean free paths are relatively long and their impact on subsequent hot spot formation uncertain is also amenable to LSP modeling. Such a simulation would assess whether nonlocal transport effects pre-condition the inner layers of the main fuel to significantly alter the mass ablation rates compared with fluid-based predictions. Finally, the late-time effect of Knudsen layer losses of energetic ions from the hot spot on ignition thresholds can be assessed with LSP kinetic modeling, but only over short time scales at present.

LSP simulations in the kinetic mode are being conducted over short time-scales (~10 ps) to assess the importance of Knudsen layer depletion of energetic fuel ions in the hot spot. These techniques have been adapted to studying loss-of-electron-tail kinetic phenomena on late-time fuel ablation processes and subsequent hot-spot formation.

A capability to self-consistently model evolving kinetic phenomena in LSP over a longer time-scale (>100 ps) when hydrodynamic profiles can change is needed.

Various kinetic phenomena during hot-spot formation when ion mean-free-paths can be a significant fraction of the hot-spot radius are likely to occur. Whether there importance is sufficient to thwart ignition is not yet established, but developing the capability of LSP to self-consistently model the integrated effects of kinetic phenomena is needed forthwith.

The need to model shock morphology and propagation in ICF-relevant multi-species plasmas with self-generated fields is urgent. Efforts are ongoing to benchmark LSP’s ability to model shock morphology and propagation in a slab geometry, e.g., the Riemann shock-tube problem and the (contact discontinuity) Sod test problem.

The ability to study non-steady shock-front propagation in mixed species plasmas in a converging geometry is a central requirement for adoption of LSP as a mainline multi-species simulation tool for modeling ICF implosions. To this end, the use of pressure and radiation temperature sources in LSP to drive shocks over ICF-relevant time scales is a critical need. Improved EOS and opacity models in LSP are planned. The use of a radiation temperature source in LSP allows a detailed study of ablation front physics in a multi-species plasma, including the role of electric fields on ablation efficiency. Preliminary analysis suggests that the rocket efficiency of a mix-species ablator suffers some degradation, which LSP could validate or refine.

The presumption within the ICF field over the past several decades has been that an average-atom fluid description of the ICF plasma state suffices. However, the growing ICF database suggests that kinetic and multi-species effects may matter at the 1-2 MJ driver scale. The need for a multi-species, kinetic modeling capability to adequately describe the high-energy-density plasma state is becoming increasingly evident. An investment in improving LSP to the point of becoming a mainline ICF modeling tool is justified and timely.

5.3.4 Nuclear physics for ignition

Introduction

With the gaps in our understanding of key nuclear physics reactions relevant to diagnostics, and motivated by the recent nuclear-related findings at the NIF and other HED facilities, we can identify the three directions for future research:

- **Reactions on unstable nuclei using accelerator facilities and reaction theory developments.**

  Our understanding of reactions on unstable nuclei is limited precisely due to the radioactive nature of these nuclei. Surrogate and inverse kinematic experiments at current (LLNL/LBL/Texas A&M) and future accelerator facilities (e.g., FRIB) provide the best opportunities for measuring cross sections on these nuclei, such as \((n,\gamma)\) and \((n,2n)\). Theoretical efforts are also needed in support of these types of experiments.
• **Light-ion reactions from first principles and nuclear diagnostics.** Much progress has been made in determining the bound-state properties of light nuclei using first principles nuclear many-body calculations, but limited progress has been made in addressing light-ion reactions, particularly those relevant to ICF diagnostics.

• **The interplay between nuclear and plasma physics.** ICF conditions will probe new environments where the interplay between nuclear and plasma physics will be inevitable. Our current understanding of this phase space of physics, both theoretical and experimental, is very limited. Research in this area, dubbed plasma nuclear physics, is needed to fully understand ICF environments and shed light on our understanding of conditions observed in early universe evolution and stellar environments.

**Reactions on unstable nuclei**

The large neutron brightness obtainable at the NIF, particularly at experiments that achieve ignition, can induce multiple-order neutron reactions on nuclear isotopes far from stability. Radiochemical determination of the amount of production of these isotopes from trace atoms strategically placed within an ICF experiment provides valuable information on the performance of the ICF experiment. For example, proton-rich isotopes, induced through multiple (n,2n) reactions, give information on the neutron hard spectrum since these reactions have thresholds at relatively large energies (~10 MeV). On the other hand, neutron-rich isotopes produced through multiple (n,gamma) reactions give information about the neutron soft-spectrum. Other examples of the types of reactions that occur on trace atoms, and their ICF performance inference, are given in Table 1.

Future nuclear science experiments at the NIF will be integral in nature—the measured quantity of interest will result from a convolution of the underlying nuclear process with some time-dependent ICF quantity, such as the neutron fluence. For precise nuclear measurements to be made at the NIF, the profile of the ICF experiment must be well determined. The radiochemical measurements of the nuclear isotopes produced during an ICF experiment is an important process in determining this profile. Table 1 provides some examples of poorly known reactions of various nuclear isotopes and the accompanying ICF metric that could be constrained if these reactions were known to better precision.

Unfortunately, our understanding of reactions on unstable nuclear isotopes is limited precisely due to their radioactive nature. Surrogate and inverse kinematic experiments at current (LLNL/LBL/Texas A&M/MSU/Argonne/FSU) and future accelerator facilities (FRIB) provide the best opportunities for measuring reaction cross sections on these nuclei that are directly relevant to ICF experiments, such as (n,γ) and (n,2n). Theoretical efforts are needed to support and supplement these types of experiments. Reaction calculations will have to be utilized to plan and interpret the experiments and to supplement measured cross section data. These (primarily statistical Hauser-Feshbach) calculations require improved input, such as optical-model potentials and level densities, as well as additional theory developments, in particular for describing reactions on those unstable isotopes that are produced in high neutron flux environments. Current optical models work reasonably well for neutron and proton-induced reactions on stable nuclei, but need to be extended to unstable species. Also, the optical potentials charged-particle reactions, such as (d,n) and (t,n), are poorly constrained, even for many stable isotopes.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Reaction</th>
<th>Inferred performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>88Y</td>
<td>(n,2n)</td>
<td>Hard neutron spectrum</td>
</tr>
<tr>
<td>89Y and 90Y</td>
<td>(n, gamma)</td>
<td>Areal density</td>
</tr>
<tr>
<td>Au</td>
<td>(n,gamma) @ 14 MeV</td>
<td>Areal density</td>
</tr>
<tr>
<td>Kr</td>
<td>Charged-particle</td>
<td>Mixing and ρR of fuel</td>
</tr>
</tbody>
</table>

Table 1. Examples of poorly known reactions on nuclear isotopes and their inferred ICF quantity.
The large flux of 14-MeV neutrons at the NIF induces neutron reactions in an energy regime where pre-equilibrium physics becomes more pronounced, emphasizing the need for better models of pre-equilibrium processes. Furthermore, contributions from direct capture reactions play a role in high-energy neutron reactions and for isotopes with low-level densities, such as weakly bound systems. These contributions need to be determined, in addition to those included in the statistical reaction models mentioned above. The integration of direct and statistical reaction theory is presently underdeveloped and requires extensions and improvements.

The nuclear reactions on tracer atoms mentioned above, when combined with radiochemical analysis, quantify various aspects of an ICF experiment, such as the neutron fluence. This is especially true when multiple types of tracer atoms with different thresholds are strategically placed within the chamber, hohlraum, and pellet. Utilizing these tracers to their full potential requires adequate knowledge of nuclear cross sections on their unstable isotopes, many of which are poorly known today but can be tackled through combined accelerator-based experiments and theory advances.

**Light ion reactions from first principles and nuclear diagnostics**

Much progress has been made in determining the bound-state properties of light nuclei using first principles nuclear many-body calculations, but limited progress has been made in addressing light-ion reactions, particularly those relevant to ICF diagnostics. Of particular importance are nuclear reactions that produce prompt $\gamma$-rays, such as neutron capture on deuterium, $^2\text{H}(n,\gamma)^3\text{H}$, the gamma-producing analog of d-t fusion, $^2\text{H}^\ast$($^2\text{H},n\gamma)^3\alpha$, and proton capture on tritium, t(p, $\gamma$)$\alpha$. These reactions produce $\gamma$ lines that should be readily detected above backgrounds using gamma spectroscopy, thereby giving direct information on the fusion yield. Various (n,n') $\gamma$ reactions on ablator material and the hohlraum, such as carbon, oxygen, and gold, are also important since they contribute to $\gamma$ background and therefore impact interpretation of ICF performance from gamma spectroscopy. As NIF experiments approach ignition, these reactions for gamma spectroscopy become more important since the utility of current x-ray diagnostics diminishes due to increased x-ray backgrounds.

Reactions that affect the neutron spectrum are important to nTOF measurements, as they impact the interpretation of areal densities. Particular reactions include inelastic and elastic neutron scattering off $^{12,13}\text{C}$, $^{16,18}\text{O}$, and $^7\text{Be}$. The fusion of two tritium nuclei also produces neutrons that can affect the neutron spectrum.

Two neutron/light ion reactions are in use as $\gamma$-ray diagnostic tools in plastic ablator DT capsule experiments currently under way on NIF: $^{12}\text{C}(n,n')$ [4.4 MeV] and $^3\text{H}(^2\text{H},n\gamma)$ [16.7 MeV + broad resonance from 9 to 16 MeV]. The first of these is an interaction with material that nominally only occurs in the ablator material, while the second is a reaction of material present only in significant quantities in the capsule fuel. This segregation of the target isotopes gives independent measures of the conditions within the ablator and the fuel as well as hints at the coupling of the two through mix.

In plastic ablator capsules like those currently being fielded at NIF, the 4.4-MeV $^{12}\text{C}(n,n')\gamma$-ray gives a direct measure of the interaction of fusion neutrons and the ablator material. This interaction can happen in one of two places. The first is in the ablator remaining mass. In this case, fusion neutrons are born in the DT fuel and then escape the capsule through the fuel and ablator having up to a few collisions along the way. In this scenario, $^{12}\text{C}(n,n')\gamma$-rays measured at a long distance from the target give a capsule averaged ablator $\rho R$.

The second place these collisions can occur is in the fuel itself if ablator material has mixed into the center of the capsule. If the ablator $qR$ could be measured independently, then the enhancement of the 4.4-MeV $\gamma$-ray signal over that which would have been produced by the intact ablator represented by the $qR$ measurement could be used to quantify the amount of ablator mass that has mixed into the DT fuel. Work is well under way to establish this $\gamma$-ray signal as a mix diagnostic. Key uncertainties in this effort are (i) the detailed distribution of the mixed material and (ii) the cross section itself. Inelastic scattering cross
sections on light ions are not well quantified, and more work still need to be done in this area.

The DT gamma ray is a direct measure of the total number of DT fusion reactions. Because ICF capsules are optically thin to γ-rays, this measurement is not subject to the uncertainties in the number of collisions through the fuel, ablator, hohlraum, and intervening chamber material. Beyond experimental and instrumental uncertainties, the largest unknown in this process is the branching ratio between the two DT fusion channels $^3\text{H}(^2\text{H}, n)$ and $^3\text{H}(^2\text{H}, n\gamma)$. This has recently been measured to a much better accuracy giving a value of $(4.2 \pm 2.0) \times 10^{-5}$ with the former being the dominant reaction [1].

In addition to these diagnostic γ-rays, several light ion reactions generate what amounts to a γ-ray background. These reactions include $^1\text{H}(n,\gamma)$, $^2\text{H}(n,\gamma)$, $^{28}\text{Si}(n,n')$, $^{28}\text{Si}(n,\gamma)$, $^{16}\text{O}(n,n')$, and $^3\text{H}(p,\gamma)$. Each of these reactions is included in production target design calculations, but the level of uncertainty in the cross sections as well as the resulting γ-ray energy and angle spectra are not always well quantified. Efforts are underway to identify shortcomings in the data and the current understanding of these reactions [23].

Current light-ion evaluation techniques, such as R-matrix and hybrid R-matrix/$ab\ initio$ techniques, will be augmented with photon-channels to allow studies of light-ion reactions that include prompt gamma rays. Increased access to HPC resources should allow for a systematic study of neutron inelastic cross sections off light- to intermediate-sized nuclei. Nuclear database formats are currently being improved to accommodate these new light-ion evaluations, and the uncertainties and covariances that accompany these evaluations. A central database for these reactions should also be made available to the NIF community to avoid inconsistent use of cross section data, such as outdated (legacy) data and those constrained by poor experiments.

The reactions mentioned above are poorly known, both empirically and theoretically. The recent advances in high-performance computing, however, suggest that a deeper understanding of these reactions can be theoretically obtained within a reasonable timeframe. Continued theoretical development is also needed. $ab\ initio$ studies of light ion reactions, such as the resonating group no-core shell model (RG/NCSM), provide the tools and capabilities for performing these studies, while continued studies in lattice QCD and lattice EFT will help constrain the nuclear interactions that serve as input to these studies.

Many of the reactions mentioned above can also be improved upon by new measurements at extant experimental facilities. A dedicated program to perform such measurements should be put in place, with an eye towards reactions in the 14-MeV range. Example facilities are those located at the TUNL and the Ohio State University. The possibility of fielding a mono-energetic neutron source at LLNL should also be considered. Such a facility would allow timely experiments to be performed in support of the NIF.

Measuring ICF performance is essential to understanding and constraining the key physics issues at play at the NIF, both now and in the future. Gamma ray spectroscopy and nuclear time-of-flight diagnostics play a large part in providing this capability, but to adequately infer performance and constrain underlying physics from these diagnostics, particularly those aspects that relate to fusion yield and areal densities, a much stronger theoretical understanding of the nuclear reactions mentioned above is needed. A better understanding of these reactions, when incorporated in ICF simulation codes, will provide confidence in inferred ICF performance and constraints that come about from direct simulation/experimental comparisons.

The interplay between nuclear and plasma physics

ICF conditions will probe new environments where the interplay between nuclear and plasma physics will be inevitable. The current understanding of this phase space of physics, both theoretical and experimental, is very limited. Research in this area, dubbed plasma nuclear physics, is needed to fully understand ICF environments.

The dynamic evolution of plasma conditions that could be achieved at the NIF motivates the need to study the complex interplay between
plasma and nuclear physics. In such conditions, nuclear excited states within heavy nuclei can be populated by atomic processes, such as electron transition due to internal conversion (NEET), or through capture of a continuum plasma electron (NEEC). In addition, at sufficiently high temperatures, the background radiation field can couple directly to the nucleus and induce nuclear excitations and transitions. Because these processes are strongly interacting and many-body in nature, the theoretical (and empirical) understanding of these processes is poor.

Plasma conditions in the warm dense region are also of strong interest to nuclear physics, as electron-screening effects, for example, can potentially alter fusion rates of key light-ion reactions. At sufficient densities achievable at ignition, the bath of degenerate electrons can potentially act as an inhibitor to fusion. Again, our theoretical understanding of screening effects in these environments is limited. Headway into these issues can only be made with a concerted research effort involving both plasma, atomic and nuclear physicists.

Nuclear databases are being modified and adapted to include the effects of the plasma medium. Nuclear experiments are being planned that will verify level density assumptions which have direct bearing on plasma-induced nuclear reactions. Transport codes are being modified to incorporate medium-dependent nuclear cross sections. Simulations from these codes will help prioritize and determine levels of sensitivity of various plasma/nuclear couplings.

The NIF experiments that achieve ignition will usher in a new physics regime. The research efforts mentioned above will be key in understanding and interpreting processes in such HED environments, and guide future HED experiments. Further, this research in Plasma Nuclear Physics will shed light on our understanding of conditions observed in early universe evolution and stellar environments.

5.4 Conclusions

The facility infrastructure is now in place for reaching thermonuclear conditions as predicted with our current understanding of many physical properties integral to ICF simulations. The next step in optimizing such implosions at NIF requires a better understanding HED states over an unprecedented range of conditions. While to date, none of the physical models integral to ignition simulations are benchmarked against data over most of the ignition implosion regime, the same infrastructure being used to pursue ignition can be used to make a generational improvement to all of the physical models that underlie ICF simulations. Over the next 3 to 10 years, a focused and sustained effort to benchmark and improve physical models of HED will make such a generational change in our understanding and predictive capability for simulating HED conditions leading to a burning plasma on NIF.

5.5 References

7. D. Hoarty et al., HEDP, 8, 50 (2012)
20. T. Bartal et al., Nat. Phys., 8, 139(1012).
22. O. Ciricosta et al, PRL, to be published
6.0 PANEL 6 — INTEGRATED MODELING

6.1 Introduction

This section deals with multi-physics radiation hydrodynamics codes used to design and simulate targets in the ignition campaign. These topics encompass all the physical processes they model and include consideration of any approximations necessary due to finite computer resources. The section focuses on what developments would have the highest impact on reducing uncertainties in modeling most relevant to experimental observations. It considers how the ICF codes should be employed in the ignition campaign. This includes a consideration of how the experiments can be best structured to test the physical models the codes employ.

6.2 Status of the Physics

6.2.1 Underlying processes and properties

Physical processes modeled in the codes include radiation transport, electron and ion thermal transport, thermonuclear burn and transport of burn products. Production of radiochemical isotopes is also modeled. These codes include models for transport of laser light and the various processes that affect it. They also include a treatment of magnetohydrodynamics and the effects of magnetic fields on transport processes. Ingredients in the integrated models include atomic physics, in particular, models for opacities and equations of state, both LTE and non-LTE. These codes employ single fluid, two-temperature hydrodynamics, which resolves hydrodynamic instabilities directly.

6.2.2 Status of theory and modeling

Simulations used to model experiments in the NIC program fall into two broad categories: 1) integrated hohlraum simulations and 2) capsule-only simulations. The former type models the hohlraum and capsule and may include patches and reentrant cones in the targets. These can calculate both intrinsic and extrinsic drive asymmetry (due to pointing and power balance errors). Recently, this technique has been extended in HYDRA to include the roughness on the capsule surfaces. The latter capsule-only simulations are often run with high resolution and include roughness on all surfaces, a representative ice groove, the effect of the fill tube and tent and drive asymmetries. The capability to perform these simulations has been developed and validated in the ICF program over many years. The ICF program relies heavily upon simulations carried out in 2D using LASNEX and 2D/3D using HYDRA. Modeling techniques employed in these codes have been tested extensively against experimental data obtained on the Shiva, Nova and OMEGA lasers for a wide variety of experiments. The RAGE code has also undergone experimental validation against ICF experiments to a less extensive degree. Historically, hohlraum simulations performed using the XSN non-LTE opacities and flux-limited conduction have been able to calculate radiation drive temperatures in a wide variety of hohlraums to within 10% [1]. These account for measured energy scattered out of the hohlraum due to LPI through adjustments to the input laser powers. Simulations of experiments on Nova and OMEGA demonstrated their ability to model pole-to-waist (P2) asymmetry as the power balance was varied between the inner and outer cones [2]. The ability of these codes to model the ablative Rayleigh-Taylor instability itself has been validated experimentally in the linear and nonlinear saturated regime, with single mode, two mode, and multimode perturbations, including shape effects in both 2D and 3D [3, 4, 5, 6]. Capsule-only simulations have demonstrated an ability to calculate the variation in yield as the amplitudes of controlled surface perturbations were varied [7].

6.2.3 Impact of experimental results

Early vacuum hohlraum experiments on NIF in 2009 showed higher radiation drive temperatures than were predicted with hohlraum temperatures using the historical models. Simulations using new more detailed models of non-LTE opacities/EOS obtained from the detailed configuration accounting (DCA) model and a detailed model for nonlocal thermal transport produced a higher radiation drive, which was a better match to experimental measurements. With this “high flux model” the plasma temperatures...
and densities calculated for gas-filled hohlraums were closer to values inferred indirectly from LPI measurements, using a linear theory for backscattered power. In contrast to the vacuum hohlraums, the most recent analysis of drive measurements for gas-filled ignition hohlraums indicate this high flux model predicts a flux that is systematically too high, by about ~13% during the peak. We note that in these gas-filled hohlraums, the evolution of the gold bubbles is restricted by the gas fill and is quite different from the bubble dynamics in vacuum hohlraums.

To account for errors in the energy flow in hohlraum simulations a time varying multiplier is applied to the laser power, constrained to match shock-timing data from keyhole experiments and the bang time. With this adjustment to the “push” delivered, the capsule simulations can match many observables from implosions experiments, such as mass averaged velocity and radius vs. time, shell thickness and peak shell density vs. time. The implosion velocity versus remaining mass fraction agrees within experimental error bars. The shell areal density deduced from the neutron downscatter fraction can also match well the experimental values and is ~85% the value specified for the point design. And, the ion temperature deduced from neutronic measurements is usually close to the simulated value. The experimental neutron yields are low by a factor of several to 10 times compared to 2D calculations using the renormalized drive. The hotspot pressure and density inferred from the experiments performed with cryogenic ignition capsules are also low. The calculations show a significant amount of bootstrapping from alpha particle deposition not observed in the experiments due to depressed yields. When bootstrapping due to alpha deposition is disabled in the simulations, the experimental yields are lower than calculated values by a factor of 2 – 5 times.

Since energy transfer between crossed laser beams is important on NIF, as was anticipated, a semi-empirical model for the energy transfer is now routinely used in modeling. It is employed by post-processing results of a hohlraum simulation, accounting for the color separation specified between individual beam cones. The model for cross beam transfer contains a single adjustable saturation parameter, which is tuned to match the implosion symmetry. Making use of this model, the simulations match the variation in pole-to-waist asymmetry as the color separation between beam cones is varied across a similar set of experiments. Benefitting from guidance provided by simulations, the hotspot symmetry that meets ignition specifications has been achieved by adjusting hohlraum geometry and power balance and wavelength shifts between inner and outer cones.

6.3 Opportunities for Progress

In the discussion of specific Priority Research Directions, it is shown in detail how simulations and experiments in each area can advance the ability to perform predictive simulations of NIF experiments and general understanding of the physics involved. Here, a brief overview of the opportunities for progress in these areas and a few others is provided.

Integrated modeling and simulation has a vital role to play in the design, execution, and analysis of NIF experiments. Given the vital role of integrated modeling and simulation in achieving ignition, it is exceedingly important to track down sources of error in the simulations, so the codes can be more effective in guiding the experiments and helping to identify possible missing physics. Simulating the results of experiments has many sources of error. As well as the codes themselves which combine many approximations, there are also the databases containing tables of equations of state, atomic and nuclear physics, and input files that describe the initial “as shot” target geometry, zonal and frequency resolution, laser pulse specifications and instructions to the code describing which models should be used and how. It is important to make progress in each of these areas to better understand and resolve the discrepancies between simulation and experiment. Integrated experiments with incomplete diagnostics are particularly difficult to use as a means to discover which particular models, databases or input errors are responsible for a discrepancy. It is likely that there is more than one thing wrong, and it should be expected that fixing some errors will move the simulated results farther from experiment. Only by doing less integrated experiments will it be possible to validate models
and simulations of the individual processes involved.

For these reasons, execution of a rigorous, science-based validation campaign provides the greatest opportunity for progress in integrated modeling. This campaign has several components, including a hierarchical directed validation experiment strategy that breaks down the fully integrated experiments into separate parts that can better validate the simulation ingredients, and a hierarchical simulation strategy in which capstone simulations having the highest possible fidelity are done, as well as many modest fidelity simulations. Another component is enhancing the techniques for sensitivity analysis developed within NIC by combining them with quantifications of uncertainties in both inputs and measurements. This can be used to discriminate which inputs and model ingredients are most likely responsible for uncertainties in modeling and to help guide efforts to improve model ingredients. Unraveling the sources of the discrepancies between the predictions of the simulations and the experimental data in non-linear, tightly coupled, fully integrated experiments conducted in the NIC is nearly impossible. Several hypotheses can be put forward for each discrepancy. Directed validation experiments that single out one key physical process in the physical regime encountered in the NIF experiments are therefore crucially needed to cut this Gordian knot. The campaign also includes continued code-to-code comparisons for verification and validation.

Successfully modeling hohlraum energetics is crucially important. Presently, the location of some 170 kJ of energy (~10%) in the NIF ignition hohlraum is not well understood. This involves accurately modeling a plethora of challenging physics models and processes, including equations of state, non-LTE opacities, laser-plasma interactions, non-local electron thermal transport, fluid instabilities, and spontaneously generated magnetic fields.

Recently, several physical processes have been identified that could affect thermonuclear reaction rates in the hotspot. It is important to investigate these processes through both simulations and experiments because the neutron yield in the NIF experiments is a factor ~ 5 lower than simulations predict, in spite of the expected areal densities and reasonable ion temperatures being obtained. Physical processes that should be investigated include the separation of deuterium and tritium nuclei by electric fields and barodiffusion, depletion of the tail of the velocity distribution by various loss mechanisms, and non-local electron thermal transport that may play a role in the early formation of the hotspot and the flow of energy into the dense fuel.

In addition to these three Priority Research Directions, the ability to model non-local electron energy transport, a fundamental physical process that plays a key role in hohlraum energetics and may play an important role in the creation and evolution of the hotspot, should be improved. There should also be exploration using both simulations and experiments of the variety of effects spontaneously generated magnetic fields could have on energy transport, fluid velocities, and instabilities, as well as the possible dynamical importance of magnetic fields at and behind the shock fronts that compress the capsule.

### 6.4 Priority Research Directions

#### 6.4.1 A Science-Based Validation Campaign

**Introduction**

Integrated modeling and simulation has a vital role to play in the design, execution, and analysis of NIF experiments, including those directed toward achieving ignition. For modeling and simulation to play this role, the simulation codes must faithfully predict complex, multi-scale, multi-physics experiments to within the accuracy of diagnostic measurements.

The pathway to predictive capability is a science-based validation campaign in which comparisons of simulation results to experimental data uncover limitations or weaknesses in the integrated model, which is followed by new experiments designed to illuminate further the origins of the discrepancies [8,9]. Improvement of models through validation is a continuous process leading to predictive capability.

Decades of validation experiments and predictive science model improvements for non-ignition targets lead to a demonstrated ability to
model well the wide variety of physical effects related to radiation drive and asymmetry in hohlraums and implosion physics, including hydrodynamic instabilities. The capability was developed by testing the models against a wide range of experiments, many of which focused upon specific, individual effects. For NIF ignition experiments, these models must be extended to systems with 100 times as much energy as Nova, much larger spatial and temperature scales, higher convergence ratios and rather different plasma conditions. As these models are extended to these new regimes, comparison with integrated experiments places the greatest stresses on their predictive capability; those simulations require a wide variety of model ingredients, with each having significant bearing on the ability to model the whole system. Isolating specifically the ingredient(s) responsible for disagreements in modeling the integrated experiments alone is exceedingly difficult.

Near-term improvements and approaches to theory and modeling

The Integrated Modeling Panel consequently believes execution of a rigorous, science-based validation campaign provides the greatest opportunity for rapid progress in integrated modeling. Such a campaign should have several components.

The Science-Based Validation Campaign includes continued code-to-code comparisons and appropriate studies of numerical convergence. Such comparisons are an important, though incomplete, way of checking that (i) the codes have implemented the physics models correctly, (ii) the algorithms used in the codes are as accurate and efficient as possible, and (iii) the infrastructure of the codes is operating correctly. In the ICF program code-to-code comparisons are generally done on simplified problems to reduce to a manageable level the effort required to locate sources of differences. Also some codes lack the full set of physics to do the actual problem. As an example, simulations of a simplified problem containing a fill tube run with dissimilar hydrodynamics methods can test if they converge to a similar result. Excessive dependence upon code-to-code comparisons should be avoided. For one, it would tend to result in different codes implementing the very same models. Also code-to-code comparisons produce information regarding similarity of results obtained, but they do not test which methods and models are best at modeling the actual experiments.

The Science-Based Validation Campaign includes a hierarchical directed validation experiment strategy that focuses on crucial aspects of the fully integrated experiments. This is essential because the fully integrated experiments are too complicated to be able to easily identify the reasons for the discrepancies between the predicted and the experimentally measured values, and because the ability to obtain data on the quantities of greatest interest is usually very limited and may at times be impossible. Close and continuing cooperation between simulators and experimentalists will be essential to the success of such validation experiments, as will be the willingness of project leaders to direct resources to the execution of such experiments.

The Science-Based Validation Campaign also includes a hierarchical simulation strategy that includes a number of simulations performed at the highest possible fidelity. High fidelity includes high spatial resolution, or a high level of detail of physics models employed, as well as detailed 3D simulations. The high fidelity simulations provide valuable information about the importance of the various physics models, enabling informed choices to be made about how to reduce the models to make it possible to do many simulations, while retaining the ability to accurately predict the experimental quantities of greatest interest. Many modest fidelity simulations will be needed to do parameter sensitivity studies and to understand the uncertainties in the predictions made by the simulations. The willingness of project leaders to provide the resources necessary to improve existing physics models, develop new physics models, enable the simulation codes to run at scale on existing and future platforms, and carry out a hierarchical simulation strategy will be essential to its success.

Some of the effort within the Science-Based Validation Campaign should be devoted to performing a sensitivity analysis for the most relevant performance metrics to specific model inputs. The NIC has developed a capability to
perform sensitivity analysis by executing thousands of 1D and 2D capsule-only simulations with HYDRA [10] in which many parameters are varied to map out a multi-dimensional response function of the “quantities of interest” [8]. As has been noted [8], generating response function surfaces for every input parameter variation is not practical. It would result in an under-fit response function that would not be useful. Rather, one must choose a limited number of free parameters based upon physical intuition so that the number of simulations required to generate the response functions becomes tractable. Such a sensitivity analysis yields important insights on which inputs of the reduced model have the most important impacts on the quantities of interest. It is recommended that the program enhance the usefulness of capsule sensitivity studies by combining them with knowledge of the uncertainties in the individual model inputs to assess systematically the impacts of those uncertainties. This will help to identify the specific inputs for which the uncertainties have the greatest impact on quantities of interest. This analysis, combined with quantitative knowledge of the uncertainties in measured quantities of interest could help the program determine which model ingredients are most strongly associated with errors in modeling of capsule performance. Such an analysis could help the program to determine which focused experiments should receive the highest priority. Examples of approaches for performing this analysis have been reviewed [8, 9]. As part of simulated ignition campaigns carried out previously within NIC, estimates for uncertainties in the ingredients of many models have been assembled.

With respect to 2D integrated hohlraum simulations, running many thousands of these is not practical at present. Nevertheless, we believe that a systematic assessment of the sensitivities to uncertainties in each of the physics models is feasible and should be performed. This could be accomplished by varying the appropriate settings for each, one at a time, within a set of hohlraum simulations. This version of a systematic sensitivity analysis, combined with knowledge of the uncertainties in inputs, could help to discriminate which model ingredients are most responsible for overall uncertainties in the calculated hohlraum drive. As the model ingredients are improved, this process can be employed iteratively to help speed convergence. [11]

High impact experiments on HED facilities to address uncertainties in critical physics models

The ICF program has a long history of validating the ability of its modeling tools to successfully simulate essentially every physical process regarded as important in an ignition target design. During the Nova technical contract and for subsequent experiments at OMEGA laser facility, simulations of the performance of various ablators was validated against the results of experiments that measured hydrodynamic performance and a range of hydrodynamic instability effects in planar [3,4,5,6] and converging geometry [7,12,13]. The ability to model hohlraum drive [1] and implosion symmetry [9] were also validated for a variety of targets, as was the ability to control laser plasma instabilities [14,15,16,17,18].

Ignition experiments at the NIF probe plasma densities, temperatures, and pressures that are well beyond the ranges that could be achieved and explored on Nova and at the OMEGA laser facility. Thus, the physics models used in the simulation codes for opacities, equations of state, conductivities, etc., have of necessity been applied well outside the regimes for which they were validated in previous experiments. For example, at radiation drive temperatures of NIF, the carbon K shell experiences significant ionization not present in previous experiments with lower drives. Due to the exigencies of the NIC, the experiments that have been carried out are complex and highly integrated. As a result, each of the experimental results can be related to multiple hypotheses, making it difficult to identify the reasons for the discrepancies between the predicted values and the experimentally measured values.

A series of directed validation experiments that will gather data on individual physical processes for the physical regimes encountered at NIF should be pursued. This data can then be used to validate the models used in the simulation codes in the appropriate regimes. The following are
examples of the kinds of experiments that should be done:

- Planar foil experiments could measure the performance of various ablators for 300-eV drives using side-on radiography. These could include position vs. time and the rate of foil burn-through. They could also include experiments with planar foils having pre-imposed perturbations, diagnosed through face-on radiography with a backlighter (see Figure 6.1). By employing foils of the same composition as the capsule ablators, the experiments could be used to validate directly the ability of the simulations to model ablation front growth for relevant drive conditions.

- Experiments measuring the growth of individual features imposed on a backlit capsule implosion diagnosed with radiography could be used to validate simulations of ablation front hydrodynamic instability growth for spherical geometry in the NIF regime.

- Of all the materials employed in the ignition capsules, the program has the least experience with cryogenic DT fuel. Measuring the release of DT in both the keyhole and planar geometry could help constrain the equation of state of DT in this cold, dense regime.

- In planar geometry, a CH/D2 composite target could release through a vacuum onto a witness plate. Measurement of the pressure at the witness plate vs. time using VISAR would help constrain the physics related to early stages of hotspot formation.

- The strength and timing of the stagnation shock could also be measured using the keyhole geometry. Uncertainties in shock timing measurements could be reduced by performing keyhole experiments using DT ice, rather than liquid D2.

- Experiments that measure the growth of fill tube perturbations using high-resolution radiography could further constrain modeling uncertainties.

An alternative path for validation is to identify an integrated experiment matched by the current model. Then, starting from there, march along various paths towards the point design and see where the model breaks down. The HEP4 experiments performed on Nova are a candidate for this approach, since the neutron yield was modeled well by simulations for a set of experiments in which various controlled perturbations were imposed on the capsule surface [9]. The capsules consisted of a single
germanium-doped polystyrene ablator layer of uniform dopant concentration with a thin interior mandrel. They were filled with deuterium gas at room temperature. The specific changes that would be required to march to the point design are the following: (i) going from a two shock to a four shock drive, extending out to 20 ns, (ii) replacing GDP with silicon dopant, (iii) replacing D2 gas with cryogenic DT fuel, (iv) replacing a single dopant ablator layer with a graded dopant layer, (v) raising the peak drive to 300 eV, and (vi) obtaining a low fuel adiabat to increase the convergence ratio from ~15 to ~37.

Long-term goals and outlook

Executing a rigorous, science-based validation campaign will enable the ICF program to identify the specific physical effects responsible for the low neutron yields measured experimentally. It will produce a better understanding of where the discrepancy between simulation and experiment becomes significant as one marches away from points in the experimental parameter space where the simulation codes were successfully validated. This will provide a better way of discriminating among competing hypotheses. The end result will be increased ability to do predictive science and greater community and customer confidence in the simulation tools.

6.4.2 Improved Modeling of Hohlraum Energetics

Introduction

Integrated simulations of hohlraums model a wide variety of physical processes, including laser energy deposition, thermal transport and transport of radiation energy. The ablation of various surfaces and the implosion hydrodynamics, including hydrodynamic instabilities, must be resolved. Several factors add to the challenge of hohlraum modeling. The necessity of including detailed inline models for non-LTE kinetics to generate opacities and equations of state is one. In addition, the collisional mean-free-path \( \lambda_c \) of electrons is long enough to violate the condition for local transport \( \lambda_c \ll L \); there are megagauss-level spontaneously generated B-fields [19] that are of sufficient strength to influence electron transport in the gas-fill, and the B-field topology is complicated. Laser plasma instabilities (LPI), principally stimulated Brillouin (SBS) and Raman (SRS) scattering, redirect significant amounts of energy through backscatter. The SRS electron plasma wave can produce hot electrons, which could preheat the capsule. Cross-beam energy transfer can shift substantial amounts of energy among laser beams. Distorted electron distribution functions due to non-local transport and from intense inverse bremsstrahlung heating can influence plasma profiles. They could also potentially directly affect the production of x-rays from the hohlraum wall through interplay with non-LTE atomic physics. Distorted electron distribution functions might affect the LPI by changing Landau damping rates.

With respect to spontaneously generated magnetic fields, simulations of gas-filled ignition hohlraums carried out using the LASNEX code have shown a Hall parameter (\( \omega \tau_c \)) having a peak value of ~5 in the hohlraum [20], indicating the plasma is not strongly magnetized. And, the magnetic field effects on x-ray drive and associated drive asymmetry are indicated to be rather weak in simulations. So these initial simulations indicate that the principal effect of these magnetic fields on hohlraum performance is a modest change in plasma densities and temperatures in low-density regions interior to the hohlraum, which might influence LPI, and some reduction in mobility of hot electrons.

During the experimental campaigns on Nova and OMEGA, hohlraums were routinely modeled with a high degree of success using XSN average atom opacities and flux-limited electron conduction with a flux limiter of 0.05. With this long time model, the calculated radiation flux was regularly within 10% of the experimentally determined value. By comparison, Dante, the principal diagnostic to measure the hohlraum x-ray flux, typically has an uncertainty of 12% on the flux. As computer power available has increased rapidly, the modeling tools HYDRA and LASNEX have been able to incorporate more detailed and complex models for non-LTE kinetics in the form of the Detailed Configuration Accounting model (DCA). Also, a multi-group model for non-local electron transport has been installed in HYDRA, and later in LASNEX [21], which in principal...
enables a more accurate treatment of the thermal electron heat flow in the hohlraum. Early experiments on the NIF in 2009 using vacuum hohlraums showed higher radiation drive temperatures than predicted with the historic model. Simulations run using the DCA model along with the nonlocal electron transport model, elements of the “high flux model,” agreed better with the vacuum hohlraum drive measured on NIF. Plasma temperatures indirectly inferred from LPI backscatter measurements in gas-filled hohlraums on NIF using linear models for LPI backscatter, were also closer to the lower values calculated with the high flux model. In more recent NIF experiments performed with gas-filled hohlraums, the high flux model predicts a drive on the capsule, which is systematically too high by about 13% during the peak of the pulse.

Recent analysis of time-integrated images of the laser entrance hole aperture imply the numerical simulations, which employ the high flux model, are predicting that it closes somewhat faster than the experiment. This results in an area that is inferred to be ~20% smaller than the experiment at late time. When this difference in aperture area is accounted for, the drive deduced from Dante is within 4% of the drive required to match the shock timing data. This is within the experimental error bars on Dante.

To match the shock timing data obtained from keyhole experiments and the bang time, a time varying multiplier on the laser power is applied to hohlraum simulations performed with the high flux model. We note that a series of very recent simulations of shock timing data from keyhole experiments, which use different physics models, is matching well the data for a range of ignition hohlraum experiments without any multipliers on the laser power at all. This module employs the older XSN non-LTE opacities and EOS, new LTE tabular opacities and a higher flux limiter, representative of results obtained with the nonlocal electron transport model. The shots matched include both gold and uranium hohlraums and different rates of rise for the laser pulse [22]. Clearly uncertainties in modeling of non-LTE kinetics and the equations of state can account for significant variations in the simulation results and should be the subject of further research. Other significant uncertainties include nonlocal electron transport, LPI and cross beam transfer and effects of self-generated magnetic fields.

Near-term improvements and approaches to theory and modeling

First principles modeling of the SRS and SBS backscatter is a grand challenge problem carried out at resolution comparable to the wavelength of light and over the light transit time. Because of the very short spatial and temporal scales involved, it is far too expensive to include inline in a radiation hydrodynamics simulation of a hohlraum. In practice, the effect of laser plasma instabilities has generally been accounted for in hohlraum simulations by subtracting off the backscattered light energy from the laser source. And the effect of cross beam energy transfer has been calculated by post-processing results of a hohlraum simulation. The energy at the laser lens is then modified to model the resulting effect of cross beam transfer. Recently, a model for energy transfer between cross laser beams [23] has been implemented inline in HYDRA. Also semi-empirical models for energy backscatter due to SRS and SBS were implemented in HYDRA and LASNEX. A simulation run using these new models would improve modeling by producing a much more self-consistent treatment of energy flow due to LPI effects. For example, the changes in laser momentum deposition due to the cross beam transfer are included, as well as the absorption of redirected energy flow (see Figure 6.2). The resulting plasma conditions can thus be calculated self-consistently. These models should be employed and tested on simulations of experiments, including ignition targets.

Improving modeling of non-LTE kinetics is one of the highest leverage items for improving simulations on hohlraum energetics. There are several areas in the DCA non-LTE kinetics model that should be pursued. One such area lies in the transition from tabulated LTE data to non-LTE calculations. This should occur as soon as non-LTE effects begin to become significant. However, DCA results do not match the LTE data well for the relevant conditions in the hohlraum wall, so the transition region is not well modeled by either LTE or non-LTE methods, and simulation results end up being sensitive to this transition. Also, detection of when the transition
should occur is not currently informed by kinetics, although this is under development.

Figure 6.2: Power is transferred from laser beam 0 to beam 1 when the beat wave’s phase velocity $v_\phi = \Delta \omega / \Delta k$ is near the plasma acoustic speed $C_s$. The process is tunable via $\Delta \omega$, the frequency difference between the two laser beams.

The limitations of DCA in this area are primarily due to the use of very simple atomic models that do not adequately characterize the complexities of ions with 40-50 electrons. A second area requiring improvement is modeling M-band radiation. Here, DCA does a surprisingly good job, as measured by comparisons with benchmark calculations by detailed codes. However, that still allows uncertainties in the range of 20-40%. The limitation here is likely due to an overly simplistic description of excited states of M-shell ions. These are approximated as having a single energy based upon the principal quantum number. Resolving the energy distributions of the levels would improve the overall model accuracy. Lastly an examination of the accuracy of the model for continuum lowering in DCA is warranted.

Atomic models with better fidelity are available from detailed non-LTE codes, but with a level of description that makes their usage several orders of magnitude too expensive for integrated simulations. The improvements necessary for using high-fidelity data inline lie in producing atomic models that reproduce these features with only moderately increased computational requirements over the models currently used with DCA. This is a challenging area for research.

Hohlraum simulations that employ the Schurtz non-local electron transport model [24] are believed to have the most accurate treatment of thermal transport. Alternatively, the simulations done with the high flux model may use flux-limited thermal conduction to model thermal transport, with the flux limiter calibrated to produce results similar to those obtained from the non-local model. Kinetic codes for electron transport exist that are well suited for modeling non-local transport and include self-consistent B-fields. IMPACT [25] and IMPACTA [26] are implicit 2D (Eulerian x-y grid), parallelized Vlasov-Fokker-Planck codes using the “diffusive approximation” $f = f_0 + f_1$ and including anisotropic pressure $f = f_0 + f_1 + f_2$, respectively. They include Bz and full B, respectively. The Schurtz model should be tested more thoroughly against a Vlasov-Fokker-Planck calculation of a simplified system, perhaps using IMPACT / IMPACTA, with plasma conditions relevant to a NIF hohlraum. Besides improving our understanding of the accuracy of the non-local model under the conditions specific to NIF experiments, this effort could result in a better-reduced model, having an improved value of a flux limiter.

High impact experiments on HED facilities to address uncertainties in critical physics models

Opacities of the gold and uranium used in hohlraums are critically important in determining the amount of energy absorbed by the hohlraum wall and retained by coronal plasma ablated off the wall. Measurements of opacities for these materials can help constrain opacity models used in the simulations. Experiments of the type performed by Foord [27] and Heeter [28] produce detailed opacity data for plasma conditions of interest in hohlraums, including the relevant ionization states. More measurements should be made of the opacities of these materials for NIF-relevant plasma parameters to constrain better the opacities models used. Many of these experiments can be performed on the OMEGA laser and other facilities.
A time-resolved measurement of the closure of the LEH is important for resolving outstanding questions regarding energy balance. Making this measurement for a set of relevant x-ray energies would be desirable.

Hohlraum experiments using different fill gases and pressures to study laser plasma instabilities would be helpful. Varying the laser power would also allow a study of the variation of LPI with plasma conditions.

Dedicated experiments can help test the accuracy of the non-local electron transport models in a long-scale-length plasma. One approach would be to scale up the Gregori [29] and Froula [30] type JANUS (gas-jet) experiments to conditions more indicative of the NIF hohlraum. These involve higher electron density, higher power, two parallel beams (to mock up beam bundles in cones), and two crossed beams (to mock up LEH area). The experiment would use square aperture beams as are used in NIF.

Another approach would be a direct experimental measurement of the heat flow and electron distribution function. This would be a follow on of the experiment of Hawreliak et al. [31]. The experiment would produce more detailed and direct validation data for non-local and kinetic transport models. In particular, the distortion of the electron distribution function by the non-local transport and intense inverse bremsstrahlung heating and the resultant affect upon the heat flow would be of primary interest. This would be done for a laser spot intensity and size like those of a NIF hohlraum, creating similar plasma conditions, though it would not necessarily need to be done on the NIF laser.

**New capabilities (diagnostics, models) needed**

One feature of the high flux model is sharply lower predicted electron temperatures in the

---

**Non-LTE Modeling**

Experimental diagnostics that could help constrain non-LTE modeling choices would be particularly useful given that non-LTE modeling uncertainties account for at least 200 ps of the approximately 300- to 800-ps discrepancy between observed bang times and predictions.

*Left:* Figure illustrating the sensitivity of the radiation drive and predicted bang times to non-LTE modeling parameter variations. Each point represents the result of a 2D integrated HYDRA hohlraum simulation of a nominal NIF target. Justifiable variations (e.g., dielectronic recombination (DR) rate multiplier of 0.1-2.0) can result in ~200-ps delays in bang times, bringing them closer to the measurements that typically come in over 400 ps later than predicted. The solid line fits through points in which the DR rate multiplier varies from 0.0 to 2.0. The top left (DCA1) corresponds to the current baseline model, while the map below (DCA0) shows the effect of turning off DR. The same variations for XSN are shown on the right, with XSN0 representing the old Point Design XSN model. The plasma conditions from the integrated simulations are used to obtain spectra of the backscattered light that can be compared with measurements. (Source: LLNL/M.V. Patel)
hohlraum. There are presently no diagnostics on NIF that can measure electron densities and temperatures in hohlraum experiments. Electron densities and temperatures in hohlraums have been inferred indirectly, based upon backscatter measurements, using linear models for LPI backscatter. A direct measurement of the plasma electron density and electron temperature is needed to constrain models used in hohlraum simulations. A Thomson scattering diagnostic with a $4\omega$ probe laser has been proposed for this purpose. In addition, a simultaneous measurement of the magnetic fields in the hohlraum would help the program to understand its role in modifying the plasma temperature profiles. This could be accomplished using proton radiography, measuring along the lines of the sight, similar to the approach taken on the OMEGA laser. With direct simultaneous measurements of the aforementioned plasma quantities, the program would be able to discriminate between the models.

Measurements indicate that laser plasma instabilities such as SRS and SBS scatter about ~17% of the laser energy back out of the hohlraum. This is of the order of the modification in energy input required to match capsule implosion dynamics with the high flux model. Presently, the backscatter is measured on only a handful of NIF beams. Given the importance of backscattered energy on the drive and uncertainties surrounding it, a more comprehensive set of measurements of LPI-induced energy redirection is warranted. LPI-induced energy redirection includes the generation of suprathermal electrons that could be detected by any resulting x-ray emission. To this effect, effort should be directed at improving the spatial and temporal resolution of the FABS (Full Aperture Back Scatter) diagnostic to enhance understanding of SRS and SBS processes and implementing simultaneous measurements on more beams. In addition, it is recommended that the temporal resolution of the Dante and filter fluorescer (FFLEX) diagnostics be improved.

With respect to modeling, improving the Vlasov-Fokker-Planck codes to model r-z and r-theta geometries would allow better applicability to hohlraum and greater overall flexibility. Improving the overall physics capabilities of those codes would make them more useful for assessing the importance of kinetic effects in actual hohlraum experiments.

A better theoretical understanding of the non-linear saturation mechanism for energy transfer between crossed laser beams is important. This has significant impact on the energy flow in the hohlraum.

An improved, more comprehensive and robust treatment of magnetized transport effects, particularly Righi-Leduc heat flow ($k\mathbf{A}$) and Nernst advection ($\mathbf{b}\mathbf{A}$), into hohlraum simulation codes is important. This would enable a better assessment of the significance of magnetic field effects upon transport and resulting modifications to plasma temperature and density profiles. This work is under way in HYDRA and LASNEX at different stages of development in 2D and 3D and extends over a several year time frame.

**Long-term goals and outlook**

By validating individual elements of the models used in hohlraum simulations, the program will improve validation of the integrated model itself. The ultimate result of these efforts will be an improved predictive capability for modeling capsule drive and preheat. An improved understanding can ultimately lead to achievement of a higher radiation drive. The figure of merit of an ignition capsule implosion has a very strong dependence upon implosion velocity and thus the peak drive. As a result, achieving a higher radiation will strongly benefit the campaign to achieve ignition.

### 6.4.3 Kinetic Effects on Thermonuclear Yield

**Introduction**

Recently, several processes have been identified that could modify thermonuclear reaction rates due to the fuel plasma being a non-ideal fluid. These processes include the separation of deuterium and tritium nuclei by electric fields and barodiffusion [32], the loss of reactive ions in the high-energy tail of the distribution function due to their long mean free paths [33], as well as various infinite medium processes such as tail enhancement by large-angle alpha particle
Collisions, tail depletion due to the DT reaction itself and lack of time to fill out the tail. Non-local transport can also play a role in the early formation of the hotspot and the heat flow from the hotspot into the dense fuel. These kinetic and non-local effects are more significant when the first shock reaches the center of the capsule. In a cryogenic NIF capsule, the hotspot mass increases many times during the implosion due to conductive ablation of fuel from the dense capsule shell. The compression of the hotspot, coupled with the increase in its mass, cause the collisionality to increase. For example, when the capsule has converged to minimum radius and the hotspot is approaching ignition, for a central density of 100 g/cm$^3$ and the ion temperature of 5 keV, the hotspot is over 1000 deuteron mean free paths in radius. As a result, most of these effects will be small as the fuel is beginning to ignite and will become more important during vigorous thermonuclear burn. Analysis done to date suggests these effects would not be expected to account for the yields being low by a factor of several in current NIC experiments with ignition capsules. Given that experiments show low yields in spite of the expected areal densities and reasonable ion temperatures being obtained, the Integrated Modeling Panel recommends that the aforementioned effects be assessed systematically using the best available models.

Near-term improvements and approaches to theory and modeling

In the near term, the best existing kinetic models and codes should be applied to ignition conditions to learn more about when these various processes are important and to estimate their impact. This effort should include using PIC codes such as LSP [34] to investigate simplified localized geometries and to validate the models used in larger-scale codes like Vlasov-Fokker-Planck [35]. Among PIC codes, LSP is well suited because it can run in 1D spherically converging geometry and contains and expanded set of physical models. The Vlasov-Fokker-Planck codes listed enable one to study ion kinetics or electron kinetics as needed. These tools enable the program to study all of the aforementioned processes. Specific effects can be studied using idealized problems that resemble the hotspot and capsule shell geometry of the ignition capsule. In addition, plasma profiles from a 1D simulation of an ignition capsule can be linked near peak implosion velocity for example to LSP and the simulation carried through. By comparing the evolution of the profiles between the radiation hydrodynamic code and the LSP PIC code, the significance of effects such as species separation can be assessed for a specific target design. If any of the specific effects described above appear to be significant, then reduced models of these processes should be developed in the short term and tested against PIC and VFP codes. Once validated, they would be implemented in multi-dimensional hydrodynamic and transport codes. This would enable these effects to be evaluated self-consistently in a full physics code. Efforts have begun to assess these effects using the LSP code [36].

High impact experiments on HED facilities to address uncertainties in critical physics models

Shock timing experiments performed in the keyhole geometry to date have used DD as a surrogate main fuel layer. In the actual DT cryogenic capsule, effects of rarefactions launched as individual shocks break out is accounted for by scaling data from DD equation of state measurements. This is a source of uncertainty in the shock timing obtained. Plans exist to conduct VISAR experiments of shock propagation in a DT fuel layer to test the surrogacy of the DD fuels. Such tests would provide required data on species separation effects. It would also allow for an assessment of whether the adiabat of the fuel is anomalously high compared with predictions of the radiation hydrodynamics codes.

New capabilities (diagnostics, models) needed

Assuming that further analysis reinforces the need for better non-ideal fluid models in the hydro codes, we should develop models that can capture the important physics without overburdening our computational resources. Adding electric fields and barodiffusion to multi-dimensional hydrocodes should be reasonably straightforward and inexpensive to run if limited to a single velocity “diffusion drag” model. Developing a non-local or multi-group model to capture the non-Maxwellian ion tail distribution and using it consistently should also be possible if limited to a
nearly isotropic approximation. In the interests of speed and robustness, we should probably first develop these models in the absence of magnetic fields, but it will be necessary to include magnetic fields in true multi-dimensional simulations.

An experimental measurement of electric fields in the hotspot is possible using proton radiography. This technique has been carried out in direct-drive implosion experiments fielded on the OMEGA laser [37], where strong electric fields were reported to be measured inside the imploding capsule. Proton radiography measurements of electric fields in the hotspot of capsule implosions should be made on NIF. These would yield valuable information to compare with kinetic models of the aforementioned effects.

**Long-term goals and outlook**

In the long term, any kinetic model for the hotspot should be validated by experimental measurements. This seems difficult to do given the integrated nature of ignition experiments. The ignition campaign may have to be satisfied with models in hydro codes that can reproduce the effects seen in Fokker-Planck and PIC codes for relevant plasma conditions. By assessing the several aforementioned kinetic effects with the best existing models and codes, whether any are significant contributors to the yield discrepancy can be resolved. Eliminating specific effects allows the program to focus on other hypotheses. To the extent the investigations warrant, this research direction will result in the development of non-ideal fluid models for more accurate modeling of hotspot physics and associated yields.

**6.5 Conclusions**

The integrated modeling panel advocates the following high priority research directions:

**Kinetic Modeling**

Particle-in-cell (PIC) codes can assess how thermonuclear yield is affected by the fuel plasma being a non-ideal fluid. The PIC simulation resolves plasma particles both in physical and velocity space with self-consistent electric and magnetic fields. **Left:** Electric field (surface plot) driven by laser light accelerating bunches of particles as they move through and exit a target in a simulation performed with the LSP PIC code. Particle height indicates particle energy. The PIC simulation resolves particles both in physical and velocity space with self-consistent electric and magnetic fields. **Right:** Top plots show radial electron density and temperature profiles respectively representing conditions in the hot spot of an ignition capsule. Bottom plot shows evolution of deuterium ion velocity distribution function in hot spot at 0 and 40 psec from LSP simulation. Slight depletion of the tail ions results from energetic ions escaping the hot spot. LSP simulation can assess the affect upon fusion reactivity.
1) Science-Based Validation Campaign

- Employ hierarchical directed validation experiments that focus on crucial aspects of the fully integrated experiments. These include planar foil experiments to test ablator performance and growth of imposed perturbations. Experiments in both planar and keyhole geometry to examine physics of stagnation for cryogenic DT or DD are also valuable.
- Employ a hierarchical simulation strategy that includes a number of simulations performed at the highest possible fidelity, including high spatial resolution, high detail in the physics models employed and detailed 3D simulations.
- Enhance usefulness of sensitivity analysis studies by combining with quantification of uncertainties in both inputs and measurements. Use this to discriminate which inputs and model ingredients are most responsible for uncertainties in modeling and to help guide efforts to improve model ingredients.
- Continue code-to-code comparisons, focusing on simplified problems.

2) Improved Modeling of Hohlraum Energetics

- Simulate experiments using the new inline models in the hydrocodes for cross beam energy transfer and SRS and SBS backscatter.
- Improve DCA non-LTE kinetics, including accuracy in transition region between LTE and non-LTE. Improve energy resolution of excited states. Assess more accurately the model for continuum lowering.
- Test the non-local electron model against Vlasov-Fokker-Planck code on simplified geometry for plasma conditions relevant to the NIF hohlraum.
- Make more extensive measurements of opacities of hohlraum wall materials under NIF-relevant plasma conditions.
- Perform gas jet experiments to test a non-local electron transport model in long scale length plasmas for NIF-relevant conditions.
- Experimentally measure of heat flow and electron distribution function for NIF-relevant plasma conditions.
- Measure plasma electron temperature and density via Thomson scattering. Simultaneously measure magnetic fields via proton radiography.
- Deploy a more comprehensive set of measurements of LPI-induced energy redirection. This includes improving the spatial and temporal resolution of the FABS and measuring backscatter on more beams.
- Develop a better theoretical understanding of the non-linear saturation mechanism for energy transfer between crossed laser beams.
- Implement a more comprehensive and robust treatment of magnetic fields effects, including Righi-Leduc heat flow and Nerst advection.

3) Kinetic Effects on Thermonuclear Yield

- Apply PIC and Vlasov-Fokker-Planck codes to study several kinetic effects and quantify their effect upon the yield (see sidebar below). These processes include the separation of deuterium and tritium nuclei by electric fields and barodiffusion, the loss of reactive ions in the high-energy tail due to several effects. Non-local transport in the hotspot and surrounding dense fuel is also of interest.
- If results of kinetic simulations indicate a need, develop a reduced model for the physical effect and implement into hydrocodes for self-consistent treatment.
- Conduct VISAR experiments of shock propagation in a DT fuel layer in keyhole geometry to test the surrogacy of the DD fuels. This would also provide required data on species separation effects.
- Deploy proton radiography to measure electric fields in the hotspot on NIF. This will yield valuable data for comparison with kinetic models of the aforementioned effects.
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Panel 1: Laser Propagation and X-ray Production

The “outer” NIF laser beams enter the hohlraum, propagate towards, and primarily heat, the Au wall. They are collisionally absorbed in sub critical gold plasma, and electron thermal conduction then heats denser gold, which is the primary source of x-ray production. The x-rays are mostly sub keV (“capsule drive”) photons, plus “M-band” (2-4 keV photons) that have capsule preheat implications. The “inner” beams, on their way to the Au wall near the hohlraum midplane, must traverse a longer path of plasma, much of which consists of both low Z “hohlraum fill gas” as well as rarefied, heated, capsule ablator material.

There are many issues involved in properly modeling the large number of physical processes involved in this narrative. Due to beam overlap in the plasma, there is transfer of power from outer to inner beams. This time dependent energy transfer is being used for capsule implosion symmetry control. Accurately calculating this crossbeam transfer requires knowledge of the plasma conditions (T, n, velocity field) near the Laser Entrance Hole (LEH), as well as a good theory for the saturation mechanisms for the transfer.

As the beams propagate they are collisionally absorbed. Accurately calculating the absorption also requires knowledge of the T, n, and Z of the plasma. The non-LTE radiation processes, the non-local electron conduction, and the non-Maxwellian particle distributions all affect these quantities. The mixing of the high Z Au blow-off plasma from the wall with the low Z fill gas plasma can also be a factor in determining these quantities. The LEH itself is dynamically closing, and difficult to model properly, and magnetic fields are likely to form within its sharp gradients. The LEH affects laser beam propagation inward, as well as “Dante”, the x-ray drive diagnostic which gathers x-rays emitted through that LEH.

Laser Plasma Instabilities (LPI) also occur. Stimulated Brillouin (SBS) and Raman (SRS) instabilities scatter the light off of ion and electron waves respectively. The SRS electron plasma wave can produce hot electrons that can preheat the capsule directly, or possibly indirectly through inducing high-energy photons from the Au wall. Accurately calculating these LPI processes has been a multi-decade, and multi-scale enterprise. Accurately knowing the plasma conditions and the local laser intensity, are necessary (though possibly insufficient) inputs to understanding what LPI to expect. As but one example of the non-linear cross-talk amongst all of the above, consider this: Cross beam transfer can intensify just a part of an inner beam. The resulting SRS from that intense part of the inner beam can send light back, from the interior of the hohlraum, towards the LEH. That scattered light can be collisionally absorbed and heat the plasma in the LEH, thus changing the plasma conditions that can then affect the cross beam transfer.

In this panel we will raise issues as to how to better model (and better diagnose experimentally) this panoply of issues, and discuss the implications thereof for better ignition target performance.
Panel 2: X-ray transport and ablation physics

This panel will examine the physics that drives the “1D” hydrodynamics of NIC implosions, namely the x-ray transport in an indirect-drive hohlraum and the ablation of the capsule. Of particular interest are the coupling efficiency and drive pressure history of the capsule. The data show there are physics issues that need to be understood further.

NIC capsule implosions show discrepancies between models employing the nominal x-ray drive and observed global hydrodynamic properties such as velocity history, bang time and shell thickness. Inferred stagnation pressures are lower than predicted, suggesting that extra entropy is injected in the capsule hot spot that inhibits compression, possibly due to the global hydrodynamics, such as an extra shock. These discrepancies affect every aspect of the implosion; symmetry, stability, and mix. Understanding these effects and developing predictive models will allow us to design more optimal implosions. Sources of these discrepancies include the possibility that the x-ray drive seen by the capsule differs in unexpected ways from that observed through the laser entrance hole (LEH), and that the ablator response to the drive through material properties (equation of state or opacity) differs from the models.

The drive observed through the entrance hole with the Dante diagnostic is expected to be different from that seen by the capsule. Designers use integrated calculations of the hohlraum and capsule to connect them, but this depends on calculations of the distributions of hot, x-ray-emitting and cooler, absorbing matter that might shadow the capsule. As mentioned in the scope for Panel 1, mix of gas fill with the ablated hohlraum wall may alter those distributions. Recent data suggest that while models may match the measured DANTE signal they over-predict LEH closure, suggesting the actual radiation temperatures through the LEH and on the capsule are lower than simulated.

The ablator material properties play a critical role in capsule performance. Much of the NIC tuning campaign has been focused on adjusting for uncertainties in these properties. Different equation of state and opacity models as well as potential non-Local Thermodynamics Equilibrium (non-LTE) properties of the polymer ablator remain of active interest. Modeling with the Cretin non-LTE code shows that carbon in the low-density blow off can have an ionization state significantly higher that LTE predictions due to the high photon flux. The ionization energy of K-shell electrons of carbon is comparable to the characteristic photon energy of the incident x-ray spectrum as the radiation temperature rises through the third and fourth pulses. In that regime, K-shell physics plays an important part in the energy balance, so differences in ionization state or level populations can affect ablator performance. Initial non-LTE models suggest as much as half of the timing discrepancy in capsule implosion time could be due to non-LTE effects, although a robust non-LTE model remains a work in progress. Some of the models show an undesirable double-ablation front structure during part of the drive, eventually collapsing into a single front that could launch an additional shock.

This panel will explore ways to improve understanding of the radiation transport to the ablation front and the way the ablator responds to that incident radiation flux. We will consider modeling improvements and experiments that could help unravel the source of discrepancies between models and NIC implosions.
Panel 3: Implosion hydrodynamics

A challenge that the NIF ignition experiments are facing right now is low hot–spot pressure at stagnation and low neutron yield. This can result from a combination of 1D (fuel adiabat) and 3D effects (asymmetry, mix).

The hot-spot pressure scales with ablation pressure $p_a$, implosion velocity $V_{\text{imp}}$, and fuel adiabat $\alpha$ as $p_m \sim p_a^{1/3} V_{\text{imp}}^3 \alpha^{-1}$.

The fuel adiabat is set by properly timing four shocks at the beginning of an implosion. Matching the shock timing data with direct numerical simulations, however, requires using either time-dependent reduction factors on the laser energy or a “switch” between LTE and non-LTE models in gold which is set to 75 eV to match velocities of the shocks launched by the second and third pickets. Only LTE tables are used to simulate velocity of the first shock. This threshold, however, might be dependent on resolution of the region where the laser interacts with the hohlraum wall. A self-consistent model explaining drive pressure evolution consistent with shock velocity data is desirable since it’s not clear that the adjustment factors predict correct hydro profiles and drive pressure evolution during the main drive.

The strength of the 4th shock is much weaker than in simulations, and the final implosion velocity is 5-10% lower than predicted (corresponding to ~ 10-20% effective reduction in the drive the capsule experiences). The observed strength of the fourth shock can be matched in these standard simulations only if the incident laser power is reduced substantially during the rising edge of the 4th pulse so that the predicted X-ray drive on the capsule rises more slowly than predicted. Currently, no model can explain entirely these observations.

Additional degradation of the shell adiabat could come from extra steepening in the adjustment compression wave, which is generated at the beginning of shell acceleration after all four shocks break out of the shell. Such a compression wave does not turn into a strong shock in an optimized design. In a scenario when the fourth shock is weak, the adjustment wave might be traveling through more relaxed density and pressure gradients and turn into a stronger 5th shock.

Loss in drive pressure leads to shell decompression and a reduction in the stagnation pressure, as suggested by the scaling shown in (1). The experimentally measured timing of x ray emission at peak compression is always late compared to predictions. This suggests that the drive is reduced. At present time, there is no clear explanation for such a reduction. Possible scenarios include LEH dynamics, change in plasma opacity due to mix of shell blowoff with wall blowoff, and sidescattering due to LPI.

Low neutron yield and stagnation pressure can also be explained by an increase in the volume of the vapor region due to multi-dimensional effects (low-l mode hot spot distortion and mix). Current calculations of the hot-spot distortion growth do not include effects of magnetic fields which become important for highly distorted implosions. Including these fields is important step in understanding the hot-spot formation.

This group will focus on what the dominant physics issues appear to be, how we might unravel the importance of each through analysis of existing data, new experiments or measurements, and how to better model them.
Panel 4: Stagnation and Burn

To achieve hot-spot ignition and energy gain using the indirect-drive approach at the NIF, it is essential to set the correct conditions for the acceleration, coasting and deceleration phase of an implosion. Stringent requirements on the design of the cryogenically layered DT capsule and drive are therefore critical to obtain correct stagnation properties for optimal burn. This requires excellent understanding of the underlying physics that dictates and connects the:

- Strength and timing of the four sequential shocks used to compress the DT ice layer and set the fuel compressibility without significantly raising the fuel adiabat.
- Acceleration of the DT layer to highest possible velocity for maximum implosion kinetic energy while maintaining mix under control.
- Minimization of the coasting phase, which can decompress the DT fuel, raise the stagnation adiabat and the minimum kinetic energy required for ignition.
- Hot-spot formation during the deceleration phase and stagnation. Here, it is important to effectively convert the kinetic to thermal energy while at the same time minimizing the effect of mix.
- Alpha particle transport through the hot spot and high-density fuel for maximum bootstrap heating and effective burn propagation, which dictates the ignition threshold and energy gain respectively.

There are many issues involved in properly understanding the physical processes associated with each phase of the implosion, all of which play a critical role for setting the correct stagnation properties for optimal burn. Accurate modeling of the physics connecting the drive pressure, stagnation adiabat and energy required for ignition is therefore required. In current NIF experiments, there are still issues in forming the hot spot. The yield and pressures are lower than post-shot simulations and the hot-spot entropy is too high (large volume, small pressure and small mass), which might be due to shock mistiming (the fourth rise is causing hot release of inner ice layer), a fifth shock, inefficient conversion of kinetic to thermal energy, early termination of drive that increases the coasting phase, hydro jets caused by the fill tube and/or ice inhomogeneity.

In this panel, we will discuss how to better model (and better diagnose experimentally) this panoply of issues, and discuss the implications thereof for better implosion performance.
Panel 5: High Energy Density Matter Crosscut

Ignition implosions access an unprecedented range of high energy density (HED) states. In order to simulate and interpret these implosions, a sufficiently accurate and complete set of materials data are needed. This panel will interrogate current models used “in-line” in ICF calculations, and discuss a plan to evolve a next-generation of benchmarked physics models expressly focused on the interpretation of experiments and optimization of future fusion designs. Physics areas include equation of state (EOS), Opacity (local thermodynamic equilibrium, LTE, and non-thermodynamic equilibrium, non-LTE), nuclear cross sections, nuclear decay spectra, kinetics, electric and magnetic field generation, and several transport quantities such as thermal conduction, electron-ion equilibration, ion stopping power, and viscosity.

Starting from an ignition hohlraum, ~1.3 MJ of laser energy is converted to 1 MJ of x-ray energy through the collisional absorption of laser energy. Losses include scattered light and the acceleration of non-thermal high-energy electrons produced by laser plasma instabilities (PLI). These “hot-electrons” can pre-heat the capsule, making ignition more difficult. The detailed spectral dependence of the absorption and emission of x-ray energy requires detailed opacity (LTE and non-LTE), equation of state, and electron transport for a wide range of hohlraum states.

The transport of x-ray energy from the hohlraum wall to the capsule results in ~120 kJ of energy at the ablation front. Modeling the absorption and propagation of x-rays through the mix of hohlraum blow off and ablated plasma from the capsule requires LTE and non-LTE opacities and EOS’s for both pure and mixed regions of materials. Modeling capsule ablation relies on accurate x-ray absorption, re-emission, ionization, and sound speed for matter near the ablation front. These quantities set the ablation velocity which lead to an imploding shell (fuel) kinetic energy of ~20 kJ (12 kJ).

During the early stages of the implosion, the x-ray energy increases with time, driving a series of shock waves through the ablator and into the DT fuel, so as to compress the cold DT to a dense-Fermi-degenerate layer on the interior of the ablator shell and then accelerate the ablator and fuel to peak velocities of near 370 km/s with the ablator and fuel reaching 10-20 g/cc and ~10 eV. During this phase, the stability of the fuel-ablator interface is set by the density profile of the ablator and fuel, which are set by the x-ray absorption, thermal transport, and equation of state. At stagnation, the hot spot (100 g/cc, 5 keV) is tuned to a size and density to be able to stop alpha particles (~300 mg/cc). The dense fuel (1 kg/cc, 50 eV) (and remaining ablator) is tuned to allow enough inertial confinement time for hotspot initiation and setting up a propagating burn wave. Needless to say, there is not much data to constrain physics models at these conditions. The successful hotspot initiation is a race depending on many transport properties. Thermal transport from the hotspot into the cold fuel, electron-ion equilibration, ion stopping power, nuclear reaction rates, and x-ray emission/absorption.

Of course many other physical processes may be important in correctly optimizing ignition implosions such as ion kinetics, large electric or magnetic fields, viscosity etc. While significant effort was made to ensure that the materials models used in designing ICF capsules were good enough, more remain untested over the full range of extreme conditions accessed by the ICF implosion.
The simulation codes currently used to design and analyze ignition experiments include HYDRA, LASNEX, Draco, Lilac, RAGE, FAST3D, Allegra, and CHIC. Physical processes modeled in the codes include radiation transport, electron and ion thermal transport, thermonuclear burn and transport of burn products. These codes include models for transport of laser light and the various processes which affect it. They also include magnetohydrodynamics and the effects of magnetic fields on transport processes. Ingredients in the integrated models include atomic physics, in particular models for opacities and equations of state, both LTE and non-LTE. Approaches that include kinetic, and non-fluid effects are being investigated.

We will discuss what developments would have the greatest impact on improving the state of the art in modeling ignition experiments, in part guided by existing data. Among the questions we will consider are the following. How can the computational power of future platforms be exploited? Which approximations made in the models significantly affect the accuracy of the simulations and how can these models be improved? Are there processes not treated in our models which significantly affect simulation results? Are there new approaches for modeling physical processes that would substantially benefit the simulation codes? Are there better ways to verify and validate the simulation codes?
## APPENDIX D: ACRONYMS

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBET</td>
<td>cross beam energy transfer</td>
</tr>
<tr>
<td>CEA</td>
<td>Commissariat a l’Energie Atomique</td>
</tr>
<tr>
<td>ConA</td>
<td>convergent ablator</td>
</tr>
<tr>
<td>DAC</td>
<td>diamond anvil cell</td>
</tr>
<tr>
<td>DCA</td>
<td>Detailed Configuration Accounting</td>
</tr>
<tr>
<td>DFT</td>
<td>density functional theory</td>
</tr>
<tr>
<td>DIM</td>
<td>Diagnostic Instrument Manipulator</td>
</tr>
<tr>
<td>DNS</td>
<td>Direct Numerical Simulation</td>
</tr>
<tr>
<td>DR</td>
<td>dielectronic recombination</td>
</tr>
<tr>
<td>DT</td>
<td>deuterium/tritium</td>
</tr>
<tr>
<td>EOS</td>
<td>equation of state</td>
</tr>
<tr>
<td>FRIB</td>
<td>for rare isotope beams</td>
</tr>
<tr>
<td>GDP</td>
<td>glow discharge polymer</td>
</tr>
<tr>
<td>GFMC</td>
<td>Green’s function Monte Carlo</td>
</tr>
<tr>
<td>GXD</td>
<td>Gated X-ray Detector</td>
</tr>
<tr>
<td>HFM</td>
<td>high flux model</td>
</tr>
<tr>
<td>HED</td>
<td>high energy density</td>
</tr>
<tr>
<td>HPC</td>
<td>high performance computing</td>
</tr>
<tr>
<td>ICF</td>
<td>inertial confinement fusion</td>
</tr>
<tr>
<td>IPD</td>
<td>ionization potential depression</td>
</tr>
<tr>
<td>LCLS</td>
<td>Linac Coherent Light Source</td>
</tr>
<tr>
<td>LEH</td>
<td>laser entrance hole</td>
</tr>
<tr>
<td>LLNL</td>
<td>Lawrence Livermore National Laboratory</td>
</tr>
<tr>
<td>LPI</td>
<td>laser–plasma interaction</td>
</tr>
<tr>
<td>LSP</td>
<td>large scale plasma</td>
</tr>
<tr>
<td>LTE</td>
<td>local thermodynamic equilibrium</td>
</tr>
<tr>
<td>MRS</td>
<td>Magnetic Recoil Spectrometer</td>
</tr>
<tr>
<td>NCSM</td>
<td>no-core shell model</td>
</tr>
<tr>
<td>NIC</td>
<td>National Ignition Campaign</td>
</tr>
<tr>
<td>NIF</td>
<td>National Ignition Facility</td>
</tr>
<tr>
<td>non-LTE</td>
<td>non-local thermodynamic equilibrium</td>
</tr>
<tr>
<td>NNSA</td>
<td>National Nuclear Security Administration</td>
</tr>
<tr>
<td>nTOF</td>
<td>Neutron Time of Flight</td>
</tr>
<tr>
<td>PIC</td>
<td>particle in cell</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>PIMC</td>
<td>path integral Monte Carlo</td>
</tr>
<tr>
<td>PRD</td>
<td>Priority Research Direction</td>
</tr>
<tr>
<td>QCD</td>
<td>quantum chromo-dynamics</td>
</tr>
<tr>
<td>RM</td>
<td>Richtmyer-Meshkov</td>
</tr>
<tr>
<td>RT</td>
<td>Rayleigh-Taylor</td>
</tr>
<tr>
<td>SBS</td>
<td>stimulated Brillouin scattering</td>
</tr>
<tr>
<td>SRS</td>
<td>stimulated Raman scattering</td>
</tr>
<tr>
<td>THD</td>
<td>tritium/hydrogen/deuterium</td>
</tr>
<tr>
<td>TS</td>
<td>Thompson scattering</td>
</tr>
<tr>
<td>VISAR</td>
<td>Velocity Interferometer System for Any Reflector</td>
</tr>
<tr>
<td>YOC</td>
<td>yield over clean</td>
</tr>
</tbody>
</table>
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